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 62Image of Trees at different resolutions with 
Multiresolutuin DCT and Block DCT 
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Figure 6.1: From page 35 – 64. Various images at different resolutions with two different approaches 
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The above images represent the comparison between our new multi-resolution DCT algorithm 

and the block DCT at different levels. At each level after the DCT is taken, 50% of the high 

frequency DCT coefficients and discarded and replaced by zeros to keep the original size. IDCT 

is taken after that to reconstruct image. At the next level the DCT is taken again for the 

reconstructed image and the DCT coefficients are spread again across the image. The sharp 

edges will be in the high frequency range and the other important information in the lower 

frequency range. It is evident from the above images that; since we keep discarding the high 

frequency coefficients, meaning the edges, the images at each subsequent level get blurrier. The 

claim that the DCT coefficients are spread nicely with most of the information being compacted 

in the lower frequency can be proven by the following graph of the DCT coefficients.  

 

Figure 6.2: The DCT coefficients of a 256 x 256 image 
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Figure 6.2 represents the distribution of the DCT coefficients of a 256x256 image. The X axis 

represents the frequency and the Y axis represents the amplitude. It is clear from the above graph 

that the high frequency DCT coefficients do not contain much of the information about the 

image and hence can be discarded in the compression process. 

We stopped our analysis at the sixth resolution mainly because the block DCT image at 

higher levels is almost unrecognizable and the blocking effect is more prominent than the actual 

image. It is clear from the images shown above that at every resolution the images with block 

DCT gets more blocking effects than the previous level. One the other hand, the images that have 

been applied the multi-resolution analysis, even though they get blurry on each resolution, the 

results are still much better than the block DCT mainly because of no blocking effect. The tables 

below show the mean square errors for various images at different resolutions with multi-

resolution DCT and also with Block DCT. 

Image Autum 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 3.548652e-004 1.807085e-004 

2 7.369907e-004 5.544897e-004 

3 9.854389e-004 1.190332e-003 

4 1.124062e-003 2.112189e-003 

5 1.197013e-003 3.312929e-003 

6 1.234432e-003 4.344019e-003 

 

Table 6.1 MSE for multi-resolution DCT and Block DCT at different levels for Autumn 
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Image Books 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 4.529395e-005 2.033844e-005 

2 9.491778e-005 9.229971e-005 

3 1.271715e-004 2.280965e-004 

4 1.45190e-004 4.238396e-004 

5 1.546181e-004 6.816383e-004 

6 1.594641e-004 9.795495e-004 

 

Table 6.2 MSE for multi-resolution DCT and Block DCT at different levels for Books 

 

Image Cameraman 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 6.215928e-004 4.861981e-004 

2 1.141939e-003 1.402589e-003 

3 1.480183e-003 2.739405e-003 

4 1.668838e-003 4.462630e-003 

5 1.768058e-003 6.403300e-003 

6 1.818897e-003 8.686007e-003 

 

Table 6.3 MSE for multi-resolution DCT and Block DCT at different levels for Cameraman 
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Image flowers 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 8.163322e-004 8.656227e-004 

2 1.451321e-003 2.193417e-003 

3 1.864060e-003 3.842966e-003 

4 2.094242e-003 5.786849e-003 

5 2.215287e-003 8.391775e-003 

6 2.277299e-003 1.117396e-003 

 

Table 6.4 MSE for multi-resolution DCT and Block DCT at different levels for Flowers 

 

Image Kids 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 6.044608e-005 6.603947e-005 

2 9.167781e-005 1.177201e-004 

3 1.119818e-004 1.687027e-004 

4 1.233087e-004 2.368734e-004 

5 1.292679e-004 3.386910e-004 

6 1.323230e-004 4.750812e-004 

 

Table 6.5 MSE for multi-resolution DCT and Block DCT at different levels for Kids 
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Image Lena 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 4.134701e-004 3.649426e-004 

2 6.848883e-004 9.258494e-004 

3 8.613066e-004 1.642532e-003 

4 9.597309e-004 2.599402e-003 

5 1.011525e-003 3.859901e-003 

6 1.038089e-003 5.628552e-003 

 

Table 6.6 MSE for multi-resolution DCT and Block DCT at different levels for Lena 

 

Image Lily 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 4.076074e-004 3.702754e-004 

2 8.268696e-004 1.192358e-003 

3 1.099404e-003 2.564030e-003 

4 1.251411e-003 4.683560e-003 

5 1.331360e-003 7.51501e-003 

6 1.372329e-003 1.149584e-002 

 

Table 6.7 MSE for multi-resolution DCT and Block DCT at different levels for Lily  
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Image Moon 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 9.884459e-005 9.940853e-005 

2 1.765026e-004 2.738870e-004 

3 2.269800e-004 5.336040e-004 

4 2.551315e-004 9.586841e-004 

5 2.699360e-004 1.668065e-003 

6 2.775211e-004 2.781449e-003 

 

Table 6.8 MSE for multi-resolution DCT and Block DCT at different levels for Moon 

 

Image Saturn 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 3.760181e-005 3.315156e-005 

2 6.871493e-005 1.069349e-004 

3 8.893843e-005 2.537179e-004 

4 1.002170e-004 5.102209e-004 

5 1.061479e-004 9.287271e-004 

6 1.091864e-004 1.717426e-003 

 

Table 6.9 MSE for multi-resolution DCT and Block DCT at different levels for Saturn 
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Image Trees 

Level MSE for Multi-resolution DCT MSE for Block DCT 

1 2.786072e-004 2.924482e-004 

2 4.537206e-004 6.142078e-004 

3 5.675393e-004 1.069397e-003 

4 6.310620e-004 1.748493e-003 

5 6.644224e-004 2.916259e-003 

6 6.815399e-004 4.446754e-003 

 

Table 6.10 MSE for multi-resolution DCT and Block DCT at different levels for Trees 

 

The above tables from 6.1 to 6.10 represent the MSE for different images at different levels with 

two different approaches: the mutiresolution analysis for DCT and the block DCT. In order to 

present the results in a more meaningful manner the next table provides an average of the MSE 

of all the images at the different levels. These results will also be presented in a graphical 

manner.  
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Average MSE for All the images at each level

 

Level Average MSE for Multi-

resolution DCT 

Average MSE for Block 

DCT 

1 3.1347e-004 2.7791e-004 

2 5.7275e-004 7.4738e-004 

3 7.4130e-004 0.0014 

4 8.3532e-004 0.0024 

5 8.8476e-004 0.0036 

6 9.1011e-004 0.0042 

 

Table 6.11: Average MSE for all images for both Multi-resolution DCT and Block DCT 

 

Table 6.11 provides an average of the MSE for each image at each level. It is clear from the 

above table that the MSE for Multi-resolution DCT does not change by a big margin at each 

level. One the other hand, it can be seen that the MSE for the block DCT changes with quite a 

big difference at each level. This is the reason we see very prominent blocking effects at higher 

levels in the images presented in figure 6.1. The results achieved in table 6.11 are also shown 

graphically in figure 6.2 below. 
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Figure 6.3: Multi-resolution vs. Block DCT (Y-axis represents the resolution and X-axis represents the MSE) 

 

Figure 6.3 further elaborates our claim that the Multi-resolution analysis for DCT provides better 

results than the block DCT. The red line with “+” represents the MSE for Multi-resolution DCT 

while the “o” represents the MSE for block DCT at different levels. The graph for Multi-

resolution DCT is very steep as compared to the graph of Block DCT which means that the MSE 

for Multi-resolution DCT at higher resolution levels is not as much as in Block DCT. For the 

first two resolutions, the MSE for both the Multi-resolution DCT and Block DCT are comparable 

and not that far off. But from the 3rd resolution, the differences between the two algorithms start 

to get bigger and bigger. This observation proves that to go to various levels of compressions, it 

is better to use Multi-resolution analysis than the block DCT.  
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Chapter 7 

CONCLUSION AND FUTURE WORK 

 

The purpose of this thesis was to come with a new algorithm that would eliminate the 

blocking from the DCT as well as apply multi-resolution analysis to the DCT. The experimental 

results obtained in the previous chapter proves our claims in the sense that the images 

reconstructed after compression do not have blocking artifacts and also we have shown that 

multi-resolution analysis can be applied to the DCT and, in fact, the results are very encouraging. 

We compared our algorithm with the block DCT using 32x32 blocks. The reason for choosing 

this block size is that any blocks smaller would produce worse results and any blocks bigger 

would take quite longer time to do the processing.  

 

7.1 Future Work 

The possibility of using multi-resolution analysis for DCT opens many doors for future 

research. The suggested future work is as follows: 

 

7.1.1 Noise Reduction using multi-resolution analysis for DCT 

Our new introduced algorithm of applying multi-resolution analysis on DCT can be used 

to achieve noise reduction from the images. At each resolution level the coefficients are averaged 

which perform the noise reduction for us. This process can be further improved by some more 

work. Instead of padding with zeros we can actually select the coefficients as done in the 

wavelets and this will further improve the quality of the noise reduction in the images. 
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Just to give an idea of what can be done, Gaussian noise was introduced in a coupe of images 

and then our algorithm was run on them. The effects and the MSE for the two images are shown 

below:  

                       
 

                    

              MSE = 0.0128 

Figure 7.1: Images of moon with Noise: The top figure shows the image with Gaussian noise and the bottom 
figure shows the sixth level of resolution with noise reduction 
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             MSE = 0.0178 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
Figure 7.2: Images of cameraman with Noise: The top figure shows the image with Gaussian noise and the bottom 
figure shows the sixth level of resolution with noise reduction 
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Figures 7.1 and 7.2 clearly show the MSE at each level is reduced considerably which means that 

the noise is reduced at each level. The results from this are very encouraging and the future work 

can be done to improve it and also to compare it with the wavelets to see if better results can be 

obtained with DCT than with wavelets. 

 

7.1.2 Lossless Compress using DCT 

By using the proposed technique “Lossless” compression is possible from the DCT. In 

our algorithm, at each resolution, after taking the DCT of the coefficients, we discard the high 

resolution 50% DCT coefficients. These coefficients mainly contain the edges of the images. If 

we save all the coefficients that we discard in our algorithm, then at the lowest resolution we can 

try to reverse the process and build up from the last resolution but taking the DCT of the last 

resolution image and replacing the high frequency 50% of the DCT coefficients with the 

coefficients that we saved (instead of discarding) while going down the resolution level. This 

would make sure that we are not loosing any information and hence the compression would be 

Lossless instead of the default lossy DCT compression. 

 

7.1.3 MDCT for Image compression 

MDCT has been proven to be the best technique so far for sound compression because of 

its technique for time domain alias cancellation. The alternate approach mentioned in the 

previous chapter can be implemented using MDCT since both use one dimensional DCT.
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APPENDIX A 
 
 

There are three files used in this thesis. All the code has been written in MATLAB 7.0. The files 

with their codes are listed below. 

 

DCT_multires.m 

 

function DCT_multires(ratio) 

 

%compress an image in two opposite directions of rows and columns in 1d dct 

%cascade the rows with columns in horizontal and vertical zigzag wave.  

%ie the last element in a row or  

% a column will be next to the last element of the next row or column.  

%read an image and convert it to double  

% discard elements and then reconstruct the image and repeat the process in  

% several resolution levels 

%there is no ordering of coefficients for the cascaded method 

%the block dct still uses the ordering which is results in unfair comparison. 

% this function calls blockdct_comp(a,ratio,8,8,rowoverlap,coloverlap); 

% and bidirection(a) where a is an image to be wave zigaged. 

% We may be able to plot the error for changing the lenght of the vector from 

% one row to 2,3 up to the whole image size. compare this to the block dct 

% by also changing the block dct size. from 8 to 16, 32... 
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% for high compression ratios we used 32x32 due the fact that the number of coefficients 

% in the 8x8 dct does not allow low bit rate or high compression. 

% We can also use the zigzag waving on the blocks and try the 2d zigzag waves. 

a = imread('trees1.tif'); 

a = im2double(a); 

ao=a; 

%a = a(32:159, 64:191);%get 128 by 128 windnow 

% get the size of the image 

[row col] = size(a); 

 

% Threshold is decided by the percentage of compression desired 0.90 means 90% compression 

  

if(nargin <1) 

    error('Please enter the percentage of compression'); 

end 

rowoverlap=0; 

coloverlap=0; 

window_rows=row; 

window_cols=col; 

totalsize=row*col; 

totalsize=totalsize+totalsize; 

thr = totalsize-round(totalsize*(ratio)); 

%get the row array 
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fwave=bidirection(a);%to get the rows reversed 

onedarrayr= im2col(fwave,[row,col]); 

  

%the column array; 

fwavec=bidirection(a'); 

onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 
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idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 

onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 

%The wave inverse transform 

%get the even rows reversed 

fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 
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        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 

    end 

end 

fin=finI; 

%error for average 

finI=fin; 

error1 = a-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(a)); 

%ROW ERROR 

finI=idct_roww; 

error1 = a-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(a)); 

%column ERRO 

finI=idct_colw; 

error1 = a-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(a)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 
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subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 1'); 

s = sprintf('MSE = %d ',MSE_avg); 

xlabel(s); 

clear s; 

%coloverlap=1; 

%8X8 

window_rows=32; 

window_cols=32; 

orig_ratio = ratio; 

ratio_dct = ratio; 

[Res,MSE] = blockdct_comp(a,ratio,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

%level 2 resoluution 

a=fin; 

%get the row array 

fwave=bidirection(a);%to get the rows reversed 
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onedarrayr= im2col(fwave,[row,col]); 

  

%the column array; 

fwavec=bidirection(a'); 

onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 

idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 
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onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 

%The wave inverse transform 

%get the even rows reversed 

fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 

         

        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 
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    end 

end 

fin=finI; 

%error for average 

finI=fin; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(ao)); 

%ROW ERROR 

finI=idct_roww; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(ao)); 

%column ERRO 

finI=idct_colw; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(ao)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 

subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 2'); 

s = sprintf('MSE = %d ',MSE_avg); 
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xlabel(s); 

clear s; 

%coloverlap=1; 

%8X8 

 

ratio_dct = ratio_dct + (orig_ratio/2); 

 

window_rows=32; 

window_cols=32; 

[Res,MSE] = blockdct_comp(ao,ratio_dct,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

 

%level 3 resoluution 

a=fin; 

%get the row array 

fwave=bidirection(a);%to get the rows reversed 
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onedarrayr= im2col(fwave,[row,col]); 

  

%the column array; 

fwavec=bidirection(a'); 

onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 

idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 
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onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 

%The wave inverse transform 

%get the even rows reversed 

fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 

         

        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 
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    end 

end 

fin=finI; 

%error for average 

finI=fin; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(ao)); 

%ROW ERROR 

finI=idct_roww; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(ao)); 

%column ERRO 

finI=idct_colw; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(ao)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 

subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 3'); 

s = sprintf('MSE = %d,stitch',MSE_avg); 
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xlabel(s); 

clear s; 

 

%coloverlap=1; 

%8X8 

ratio_dct = ratio_dct + (orig_ratio/4); 

window_rows=32; 

window_cols=32; 

[Res,MSE] = blockdct_comp(ao,ratio_dct,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

 

 

%level 4 resoluution 

a=fin; 

%get the row array 

fwave=bidirection(a);%to get the rows reversed 
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onedarrayr= im2col(fwave,[row,col]); 

  

%the column array; 

fwavec=bidirection(a'); 

onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 

idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 
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onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 

%The wave inverse transform 

%get the even rows reversed 

fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 

         

        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 
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    end 

end 

fin=finI; 

%error for average 

finI=fin; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(ao)); 

%ROW ERROR 

finI=idct_roww; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(ao)); 

%column ERRO 

finI=idct_colw; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(ao)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 

subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 4'); 

s = sprintf('MSE = %d,stitch',MSE_avg); 
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xlabel(s); 

clear s; 

%coloverlap=1; 

%8X8 

ratio_dct = ratio_dct + (orig_ratio/8); 

window_rows=32; 

window_cols=32; 

[Res,MSE] = blockdct_comp(ao,ratio_dct,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

 

%level 5 resoluution 

a=fin; 

%get the row array 

fwave=bidirection(a);%to get the rows reversed 

onedarrayr= im2col(fwave,[row,col]); 
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%the column array; 

fwavec=bidirection(a'); 

onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 

idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 

onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 



 100

%The wave inverse transform 

%get the even rows reversed 

fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 

         

        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 

    end 

end 
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fin=finI; 

%error for average 

finI=fin; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(ao)); 

%ROW ERROR 

finI=idct_roww; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(ao)); 

%column ERRO 

finI=idct_colw; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(ao)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 

subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 5'); 

s = sprintf('MSE = %d,stitch',MSE_avg); 

xlabel(s); 

clear s; 
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%coloverlap=1; 

%8X8 

ratio_dct = ratio_dct + (orig_ratio/16); 

window_rows=32; 

window_cols=32; 

[Res,MSE] = blockdct_comp(ao,ratio_dct,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

 

%level 6 resoluution 

a=fin; 

%get the row array 

fwave=bidirection(a);%to get the rows reversed 

onedarrayr= im2col(fwave,[row,col]); 

  

%the column array; 

fwavec=bidirection(a'); 
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onedarrayc= im2col(fwavec,[row,col]); 

  

onedarray(1:(totalsize/2),1)=onedarrayr; 

onedarray(((totalsize/2)+1):totalsize,1)=onedarrayc; 

  

%disp('the dimension of the array is'); row,size(onedarray),size(onedarrayr) 

dct_onedarray=dct2(onedarray,[totalsize,1]);%use 2d dct to compute 1d 

%dim=size(dct_onedarray); 

%disp('the dimension of the array is'); dim 

%sort the coefficients based on magnitude 

%[y,i] = sort(abs(dct_onedarray)); 

c1 = dct_onedarray; 

%dim=size(i); 

%disp('the dimension of the i array is'); dim 

%set the smallest ratio(90% for example) to zero. 

c1((thr:totalsize),1) = 0; 

%inverse one d dct 

idct_onedarray = idct2(c1,[totalsize,1]); 

onedarrayro=idct_onedarray(1:(totalsize/2)); 

onedarrayco=idct_onedarray(((totalsize/2)+1):totalsize); 

bidimager=col2im(onedarrayro,[1,1],[row,col]); 

%The wave inverse transform 

%get the even rows reversed 
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fw=bidirection(bidimager);%to get the rows reversed 

fin=zeros(row,col);  

fin=fw; 

idct_roww=fin; 

%get the column-wise dct coefficients 

bidimagec=col2im(onedarrayco,[1,1],[row,col]); 

  

fw=bidirection(bidimagec);%  

fin=zeros(row,col);  

fin=fw; 

idct_colw=fin'; 

  

for i=1:row 

     for j=1:col 

         %i,j 

        all=[idct_roww(i,j),idct_colw(i,j)]; 

         

        finI(i,j) =sum(all)/2.0; %median(all); 

        %finI(i,j)=min(idct_row(i,j)+idct_col(i,j)); 

    end 

end 

fin=finI; 

%error for average 
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finI=fin; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(ao)); 

%ROW ERROR 

finI=idct_roww; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_row = sum(error1(:))/prod(size(ao)); 

%column ERRO 

finI=idct_colw; 

error1 = ao-finI; 

error1 = error1.^2; 

MSE_col = sum(error1(:))/prod(size(ao)); 

figure; 

colormap(gray(256)); 

%subplot(2,2,1);imagesc(a); title('Original'); 

subplot(2,2,1);imagesc(fin);title('Multiresolution DCT level 6'); 

s = sprintf('MSE = %d,stitch',MSE_avg); 

xlabel(s); 

clear s; 

 

%coloverlap=1; 
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%8X8 

ratio_dct = ratio_dct + (orig_ratio/32); 

window_rows=32; 

window_cols=32; 

[Res,MSE] = blockdct_comp(ao,ratio_dct,window_rows,window_cols,rowoverlap,coloverlap); 

 

% Simple block processing 

  

subplot(2,2,2);imagesc(Res); title('block DCT');% 

clear s; 

s = sprintf('MSE = %d, blockw = %d',MSE,window_rows); 

xlabel(s); 

 

 

 

 

 

 

 

 

 

 

 



 107

blockdct_comp.m 

 

function [Res,mserror] = blockdct_comp(amatrix,ratio,wr,wc,ro,co) 

 

%read an image and convert it to double  

a = amatrix; 

 

[row col] = size(a); 

 

% Threshold is decided by the percentage of compression desired 

 

 

if(nargin <1) 

    error('Please enter the percentage of compression'); 

end 

rowoverlap=ro; 

coloverlap=co; 

window_rows=wr; 

window_cols=wc; 

thr = round(window_rows*window_cols*(ratio)); 

%get the rowwise dct coefficients 

dct_rc = blkproc(a,[window_rows,window_cols],[rowoverlap,coloverlap],'dct2'); 
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%find variance 

c = im2col(dct_rc,[window_rows,window_cols],'distinct'); 

var_c = var(c'); 

%sort the variance of dct coeff. using "sort" 

[y,i] = sort(var_c); 

c1 = c; 

c1(i(1:thr),:) = 0; 

%rearrange each column of c1 as an 8 by 8 dct block 

f=col2im(c1,[window_rows,window_cols],[row,col],'distinct'); 

%inverse row dct 

idct_rc = blkproc(f,[window_rows,window_cols],[rowoverlap,coloverlap],'idct2'); 

 

finI=idct_rc; 

 

error1 = a-finI; 

error1 = error1.^2; 

MSE_avg = sum(error1(:))/prod(size(a)); 

Res = finI; 

mserror = MSE_avg; 

 

 

 

 



 109

bidirection.m 

 

% This is a function which transforms a quadratic matrix into a  

% matrix (of the same size) in which columns are transformed into  

% diagonals, starting from the upper left corner 

% i.e., for example matrix 

%  1 4 7 

%  2 5 8 

%  3 6 9 

% 

% is transformed into matrix 

% 1 2 6 

% 3 5 7 

% 4 8 9 

 

function new=bidirection(q) 

 

% to test how this transformation works, initialize a quadratic matrix, say ma 

% then call this function by: col_to_diag(ma) 

% output shoud give you transformed matrix in which  

% coulmns are transformed into diagonals, starting for a lower left corner 

 

a=q; 
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[row col]=size(a); 

 

% initialize a new matrix 

for m=1:row; 

    for n=1:col; 

        if mod(m,2)==0 % for even rows reverse direction 

           q(m,n)=a(col-n+1) ; 

        end 

     

    end; 

end; 

  

new=a; 


