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the area and illustrates the chances that the number drawn will be between 41 and 100 and your 
prize will be $15. 
  
 Now look at the pie in the chart on the right. It pays five dollars ($5) if the number drawn is 
between 1 and 50, ten dollars ($10) if the number is between 51 and 90, and fifteen dollars ($15) if 
the number is between 91 and 100. As with the prospect on the left, the pie slices represent the 
fraction of the possible numbers which yield each payoff. For example, the size of the $15 pie slice 
is 10% of the total pie. 
 
 Each pair of prospects is shown on a separate screen on the computer. On each screen, you 
should indicate which prospect you prefer to play by clicking on one of the buttons beneath the 
prospects.  
 
 You could also get a pair of prospects in which one of the prospects will give you the chance 
to play “Double or Nothing.” For instance, the right prospect in the next screen image pays 
“Double or Nothing” if the Green area is selected, which happens if the number drawn is between 
51 and 100. The right pie chart indicates that if the number is between 1 and 50 you get $10. 
However, if the number is between 51 and 100 a coin will be tossed to determine if you get double 
the amount. If it comes up Heads you get $40, otherwise you get nothing. The prizes listed 
underneath each pie refer to the amounts before any “Double or Nothing” coin toss. 

 
 

 After you have worked through all of the pairs of prospects, raise your hand and an 
experimenter will come over. You will then roll two 10-sided dice until a number comes up to 
determine which pair of prospects will be played out. If there are 40 pairs we will roll the dice until a 
number between 1 and 40 comes up, if there are 80 pairs we will roll until a number between 1 and 
80 comes up, and so on. Since there is a chance that any of your choices could be played out for 
real, you should approach each pair of prospects as if it is the one that you will play out. Finally, you 
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will roll the two ten-sided dice to determine the outcome of the prospect you chose, and if necessary 
you will then toss a coin to determine if you get “Double or Nothing.” 
 
 For instance, suppose you picked the prospect on the left in the last example. If the random 
number was 37, you would win $0; if it was 93, you would get $20. 
 
 If you picked the prospect on the right and drew the number 37, you would get $10; if it was 
93, you would have to toss a coin to determine if you get “Double or Nothing.” If the coin comes 
up Heads then you get $40. However, if it comes up Tails you get nothing from your chosen 
prospect. 
 
 It is also possible that you will be given a prospect in which there is a “Double or Nothing” 
option no matter what the outcome of the random number. This screen image illustrates this 
possibility. 
 

 
 

  
 
Therefore, your payoff is determined by four things: 
 

 by which prospect you selected, the left or the right, for each of these pairs; 

 by which prospect pair is chosen to be played out in the series of pairs using the two 10-
sided dice;  

 by the outcome of that prospect when you roll the two 10-sided dice; and  

 by the outcome of a coin toss if the chosen prospect outcome is of the “Double or 
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Nothing” type. 
 
 Which prospects you prefer is a matter of personal taste. The people next to you may be 
presented with different prospects, and may have different preferences, so their responses should 
not matter to you. Please work silently, and make your choices by thinking carefully about each 
prospect. 
 

All payoffs are in cash, and are in addition to the show-up fee that you receive just for being 
here, as well as any other earnings in other tasks. Are there any questions? 
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2.6.2 Index Insurance (II) Treatment 

Choices Over Insurance Prospects 
 
In this task you will make choices about whether to insure against possible monetary loss.  In each 
choice you will start out with an initial amount of money and, in the event of a loss, the loss amount 
will be taken from this initial stake.  In each choice you will have the option to buy insurance to 
protect you against the possible loss, although you are not required to buy the insurance. 
 
You will make 32 choices in this task.  You will actually get the chance to play one of the choices 
you make, and you will be paid according to the outcome of that choice. So you should think 
carefully about how much each insurance choice is worth to you.  
 
Each choice has two random events: the Index Event, and the Personal Event. Each event has two 
possible outcomes: Good and Bad. If the Personal Event outcome is Bad, then you will suffer a loss.  
You will decide whether to purchase insurance against this possible loss.  However, insurance only 
covers the loss if the Index Event outcome is Bad.   
 
If you do not purchase insurance, then only the outcome of the Personal Event will decide your 
earnings: 
 

Personal Event Your Earnings 

Bad Initial stake - Loss 

Good Initial stake 

 
If you do purchase insurance, it is important for you to understand that insurance is not paid 
according to whether you actually suffer a loss. Instead, insurance is paid only according to the 
Index Event.  Both events will decide your earnings: 
 

Index Event 
Personal 
Event 

Your Earnings 

Bad Bad Initial stake - Insurance cost - Loss + Insurance coverage 

Bad Good Initial stake - Insurance cost + Insurance coverage 

Good Bad Initial stake - Insurance cost - Loss 

Good Good Initial stake - Insurance cost 

 
So there are four possible outcomes if you purchase insurance. You might suffer a loss and receive 
insurance coverage.  Or you might receive insurance coverage even when you do not suffer a loss.   
You might suffer a loss but not receive insurance coverage. Finally, you might not suffer a loss and 
also receive no insurance coverage. 
 
Each event is determined by randomly drawing a colored chip from a bag.  In general, each draw 
will involve two colors, and each decision you make will involve different amounts and mixtures of 
two colors.  When making each decision, you will know the exact amounts and mixtures of colored 
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chips associated with the decision.  After you have decided whether or not to purchase insurance, 
the two events will be determined as follows. 
 
First, the Index Event will be determined with red and blue chips.   

 If you draw a red chip, then the Index Event outcome is Bad.   

 If you draw a blue chip, then the Index event outcome is Good.   
 
Next, the Personal Event will be determined with black and green chips.   

 If you draw a green chip, then the Personal Event outcome is the same as the Index Event 
outcome.   

 If you draw a black chip, then the Personal Event outcome differs from the Index Event 
outcome. 

 
Here is an example of what your decision would look like on the computer screen. The display on 
your screen will be bigger and easier to read. 
 

 
 

In this example you start out with an initial stake of $20.  If the outcome of the Personal Event is 
Bad you will lose $15, and if the outcome of the Personal Event is Good you will not lose any money.  
If you faced the choice in this example and chose to purchase insurance, you would pay $1.80 from 
your initial stake. You would pay this $1.80 before you drew any chips, so you would pay it 
regardless of the outcomes of your draws. 
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You will be drawing colored chips from bags to determine the outcomes of both events.  First, you 
will draw a chip to determine the Index Event outcome.  The pie chart shows that there is a 10% 
chance that the Index Event outcome is Bad, and a 90% chance that the Index Event outcome is 
Good. This means there will be 9 blue chips and 1 red chip in a bag, and the color of the chip you 
randomly draw from the bag represents the outcome of the Index Event. If a blue chip is drawn, the 
Index Event outcome is Good, and if a red chip is drawn the Index Event outcome is Bad.  
 
Next, you will draw a chip to determine the Personal Event outcome.  There is an 80% chance that 
the Personal Event outcome is the Same as the Index Event outcome and a 20% chance that the 
Personal Event outcome will Differ from the Index Event outcome. This means there will be 8 green 
chips and 2 black chips in a bag.  If a green chip is drawn your Personal Event outcome is the Same 
as the Index Event outcome, and if a black chip is drawn your Personal Event outcome Differs from 
the Index Event outcome.  
 
The possible outcomes if you choose not to purchase insurance are therefore as follows: 
 

Index Draw Personal Draw Your Earnings 

Red (Bad) Green (Same →Bad) $20 - $15 = $5 

Red (Bad) Black (Different →Good) $20 

Blue (Good) Green (Same →Good) $20 

Blue (Good) Black (Different →Bad) $20 - $15 = $5 

 

 If a red chip is drawn from the Index bag and a green chip is drawn from the Personal 
bag, your Personal Event outcome is Bad. You will lose $15 and be left with $5. 

 If a red chip is drawn from the Index bag and a black chip is drawn from the Personal 
bag, your Personal Event outcome is Good. You will not lose any money and you keep 
your $20. 

 If a blue chip is drawn from the Index bag and a green chip is drawn from the Personal 
bag, your Personal Event outcome is Good.  You do not lose any money and you keep 
your $20. 

 If a blue chip is drawn from the Index bag and a black chip is drawn from the Personal 
bag, your Personal Event outcome is Bad.  You will lose $15 and be left with $5. 
 

You can choose to purchase insurance, which will fully compensate the $15 loss only if the Index 
Event outcome is Bad. In this example the insurance will cost you $1.80, and if you chose to 
purchase insurance you would pay this $1.80 regardless of the outcomes of your draws.   
 
 
The possible outcomes if you choose to purchase insurance are therefore as follows: 
 

Index Draw Personal Draw Your Earnings 

Red (Bad, insurance will pay out $15) Green (Same →Bad) $20 - $1.80 - $15 + $15 = 18.20 

Red (Bad, insurance will pay out $15) Black (Different →Good) $20 - $1.80 + $15= $33.20 

Blue (Good) Green (Same →Good) $20 - $1.80 = 18.20 

Blue (Good) Black (Different →Bad) $20 - $1.80 - $15 = $3.20 
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 If a red chip is drawn from the Index bag and a green chip from the Personal bag, you 
will lose $15 but insurance will cover the loss. You will keep $18.20, net of the cost of 
insurance. 

 If a red chip is drawn from the Index bag and a black chip from the Personal bag, you 
will not lose any money but you will still receive a payout from insurance.  You will keep 
$33.20, net of the cost of insurance. 

 If a blue chip is drawn from the Index bag and a green chip from the Personal bag, you 
will not lose any money.  You will keep $18.20, net of the cost of insurance. 

 If a blue chip is drawn from the Index bag and a black chip from the Personal bag, you 
will lose $15 and receive no payout from insurance. You will keep $3.20, net of the cost 
of insurance. 

 
You should indicate your choice to purchase, or not purchase, the insurance by clicking on your 
preferred option on the computer screen. 
 
There are 32 decisions like this one to be made, each shown on a separate screen on the computer.  
Each decision might have different chances for the Index Event outcomes, the Personal Event 
outcomes, or the cost of insurance, so pay attention to each screen.  After everyone has worked 
through all of the insurance decisions, please wait in your seat and an experimenter will come to you. 
You will then roll two 10-sided die to determine which insurance decision will be played out. Since 
there are only 32 decisions, you will keep rolling the die until a number between 1 and 32 comes up. 
There is an equal chance that any of your 32 choices could be selected, so you should approach each 
decision as if it is the one that you will actually play out to determine your payoff. Once the decision 
to play out is selected, you will draw chips from the Index bag and the Personal bag to determine the 
outcome.  
 
In summary: 

 You will decide whether or not to purchase insurance in each of the 32 insurance decisions 
in this task. 

 One of your decisions will be randomly selected to actually be played out using two 10-sided 
dice. 

 You will suffer the specified monetary loss only if the Personal Event outcome is Bad. 

 If you purchase insurance, it will pay out only if the Index Event outcome is Bad. 
 
Whether or not you prefer to buy the insurance is a matter of personal taste. You may choose to buy 
insurance on some or all of your 32 choices, or none of the choices. The people next to you may be 
presented with different choices, insurance prices, and may have different preferences, so their 
responses should not matter to you. Please work silently, and make your choices by thinking 
carefully about each prospect. 
 
All payoffs are in cash, and are in addition to the show-up fee that you receive just for being here, as 
well as any other earnings in other tasks. Are there any questions? 
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2.6.3 Actuarially-Equivalent (AE) Treatment 

Choices Over Insurance Prospects 
 
In this task you will make choices about whether to insure against possible monetary loss.  In each 
choice you will start out with an initial amount of money and, in the event of a loss, the loss amount 
will be taken from this initial stake.  In each choice you will have the option to buy insurance to 
protect you against the possible loss, although you are not required to buy the insurance. 
 
You will make 32 choices in this task.  You will actually get the chance to play one of the choices 
you make, and you will be paid according to the outcome of that choice. So you should think 
carefully about how much each insurance choice is worth to you.  
 
Each choice has two random events: the Index Event, and the Personal Event. Each event has two 
possible outcomes: Good and Bad. If the Personal Event outcome is Bad, then you will suffer a loss.  
You will decide whether to purchase insurance against this possible loss.  However, insurance only 
covers the loss if the Index Event outcome is Bad.   
 
If you do not purchase insurance, then only the outcome of the Personal Event will decide your 
earnings: 
 

Personal Event Your Earnings 

Bad Initial stake - Loss 

Good Initial stake 

 
If you do purchase insurance, it is important for you to understand that insurance is not paid 
according to whether you actually suffer a loss. Instead, insurance is paid only according to the 
Index Event.  Both events will decide your earnings: 
 

Index Event 
Personal 
Event 

Your Earnings 

Bad Bad Initial stake - Insurance cost - Loss + Insurance coverage 

Bad Good Initial stake - Insurance cost + Insurance coverage 

Good Bad Initial stake - Insurance cost - Loss 

Good Good Initial stake - Insurance cost 

 
So there are four possible outcomes if you purchase insurance. You might suffer a loss and receive 
insurance coverage.  Or you might receive insurance coverage even when you do not suffer a loss.   
You might suffer a loss but not receive insurance coverage. Finally, you might not suffer a loss and 
also receive no insurance coverage. 
 
Each event is determined by randomly drawing a colored chip from a bag.  In general, each draw 
will involve two colors, and each decision you make will involve different amounts and mixtures of 
two colors.  When making each decision, you will know the exact amounts and mixtures of colored 
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chips associated with the decision.  After you have decided whether or not to purchase insurance, 
the two events will be determined as follows. 
 
First, the Index Event will be determined with red and blue chips.   

 If you draw a red chip, then the Index Event outcome is Bad.   

 If you draw a blue chip, then the Index event outcome is Good.   
 
Next, the Personal Event will be determined with black and green chips.   

 If you draw a green chip, then the Personal Event outcome is the same as the Index Event 
outcome.   

 If you draw a black chip, then the Personal Event outcome differs from the Index Event 
outcome. 

 
 
Here is an example of what your decision would look like on the computer screen. The display on 
your screen will be bigger and easier to read. 
 

 
 
In this example you start out with an initial stake of $20.  If the outcome of the Personal Event is 
Bad you will lose $15, and if the outcome of the Personal Event is Good you will not lose any money.  
If you faced the choice in this example and chose to purchase insurance, you would pay $1.80 from 
your initial stake. You would pay this $1.80 before you drew any chips, so you would pay it 
regardless of the outcomes of your draws. 
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In this example there is a 10% chance that the outcome of the Index Event is Bad, and a 90% 
chance that the Index Event outcome is Good.  However there is only an 80% chance that the 
Personal Event is the Same as the Index Event outcome and a 20% chance that the Personal Event 
outcome will Differ from the Index Event outcome.  Based on these probabilities, the pie charts 
show the overall probabilities of the possible earnings and their respective amounts.  
 
The pie chart on the left shows the possible earnings if you choose not to purchase insurance.  
Without insurance, the payouts depend only on the outcome of the Personal Event.  Given that 
there is a 10% chance that the Index Event outcome is Bad and that there is an 80% chance that the 
Personal Event outcome is the Same as the Index Event outcome, the chance that the Personal 

Event outcome is Bad is 26% (= [10% × 80%] + [90% × 20%]), and the chance that the outcome of 
the Personal Event is Good is 74% (= 100% - 26%).  
 
You will be drawing colored chips from bags to determine the outcomes of both events.  First, you 
will draw a chip to determine the Index Event outcome.  Since in this example there is a 10% chance 
of a Bad outcome for the Index event, the experimenter will place 1 red chip and 9 blue chips in the 
bag. The color of the chip you randomly draw from the bag represents the outcome of the Index 
Event. If a blue chip is drawn the Index Event outcome is Good, and if a red chip is drawn the Index 
Event outcome is Bad.  
 
Next, you will draw a chip to determine the Personal Event outcome.  Since there is an 80% chance 
that the Personal Event outcome is the Same as the Index Event outcome and a 20% chance that the 
Personal Event outcome will Differ from the Index Event outcome, there will be 8 green chips and 2 
black chips in a bag. The color of the chip you randomly draw from the bag determines the outcome 
of the Personal Event.  If a green chip is drawn your Personal Event outcome is the Same as that of 
the Index Event, and if a black chip is drawn your Personal Event outcome Differs from that of the 
Index Event. 
 
The possible outcomes if you choose not to purchase insurance are therefore as follows: 
 

Index Draw Personal Draw Your Earnings 

Red (Bad) Green (Same →Bad) $20 - $15 = $5 

Red (Bad) Black (Different →Good) $20 

Blue (Good) Green (Same →Good) $20 

Blue (Good) Black (Different →Bad) $20 - $15 = $5 

 

 If a red chip is drawn from the Index bag and a green chip is drawn from the Personal 
bag, you will lose $15 and be left with $5. 

 If a red chip is drawn from the Index bag and a black chip is drawn from the Personal 
bag, you will not lose any money and you keep your $20. 

 If a blue chip is drawn from the Index bag and a green chip is drawn from the Personal 
bag, you do not lose any money and you keep your $20. 

 If a blue chip is drawn from the Index bag and a black chip is drawn from the Personal 
bag, you will lose $15 and be left with $5. 
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You can choose to purchase insurance, which will fully compensate the $15 loss only if the Index 
Event outcome is Bad. In this example the insurance will cost you $1.80, and if you chose to 
purchase insurance you would pay this $1.80 regardless of the outcomes of your draws.   

 
The pie chart on the right shows the possible earnings if you choose to purchase insurance.  Since 
the insurance is only paid out according to the outcome of the Index Event, outcomes from both 
the Index Event and the Personal Event will decide your earnings.  There is an 80% chance that the 
Personal Event outcome is the Same as the Index Event outcome, hence there is an 80% chance you 
will either receive a payout when you suffer a loss or not receive a payout when you do not suffer a 
loss.  If this happens your payout will be $18.20: your initial stake of $20 less the $1.80 cost of 
insurance.  
 
According to the pie chart the chance that the Index Event outcome is Good, but your Personal 

Event outcome Differs, is 18% (= 90% × 20%). This means that there is an 18% chance that your 
Personal Event outcome is Bad without insurance compensation. You will receive $3.20: your initial 
stake of $20 less the $1.80 cost of insurance less the $15 loss. The chance that the Index Event 

outcome is Bad, and your Personal Event outcome Differs, is 2% (= 10% × 20%). This means that 
there is a 2% chance that your Personal Event outcome is Good and you still receive insurance 
compensation.  You receive $33.20: your initial stake of $20 less the $1.80 cost of insurance plus the 
$15 payout from the insurance.  
 
If you choose to purchase insurance, the Index Event outcome and Personal Event outcome will be 
determined by drawing chips from bags, in the same way as if insurance was not purchased.  
 
The possible outcomes if you choose to purchase insurance are therefore as follows: 
 

Index Draw Personal Draw Your Earnings 

Red (Bad, insurance will pay out $15) Green (Same →Bad) $20 - $1.80 - $15 + $15 = 18.20 

Red (Bad, insurance will pay out $15) Black (Different →Good) $20 - $1.80 + $15= $33.20 

Blue (Good) Green (Same →Good) $20 - $1.80 = 18.20 

Blue (Good) Black (Different →Bad) $20 - $1.80 - $15 = $3.20 

You should indicate your choice to purchase, or not purchase, the insurance by clicking on your 
preferred option on the computer screen. 
 
There are 32 decisions like this one to be made, each shown on a separate screen on the computer.  
Each decision might have different chances for the Index Event outcomes, the Personal Event 
outcomes, or the cost of insurance, so pay attention to each screen.  After everyone has worked 
through all of the insurance decisions, please wait in your seat and an experimenter will come to you. 
You will then roll two 10-sided die to determine which insurance decision will be played out. Since 
there are only 32 decisions, you will keep rolling the die until a number between 1 and 32 comes up. 
There is an equal chance that any of your 32 choices could be selected, so you should approach each 
decision as if it is the one that you will actually play out to determine your payoff. Once the decision 
to play out is selected, you will draw chips from the Index bag and the Personal bag to determine the 
outcome.  
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In summary: 
 

 You will decide whether or not to purchase insurance in each of the 32 insurance decisions 
in this task. 

 One of your decisions will be randomly selected to actually be played out using two 10-sided 
dice. 

 You will suffer the specified monetary loss only if the Personal Event outcome is Bad. 

 If you purchase insurance, it will pay out only if the Index Event outcome is Bad. 
 
Whether or not you prefer to buy the insurance is a matter of personal taste. You may choose to buy 
insurance on some or all of your 32 choices, or none of the choices. The people next to you may be 
presented with different choices, insurance prices, and may have different preferences, so their 
responses should not matter to you. Please work silently, and make your choices by thinking 
carefully about each prospect. 
 
All payoffs are in cash, and are in addition to the show-up fee that you receive just for being here, as 
well as any other earnings in other tasks. Are there any questions? 
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2.7 Appendix B: Numerical Examples of Decision Weights  

To understand the mechanics of evaluating lotteries using RDU it is useful to see worked numerical 

examples. Although this is purely a pedagogic exercise, in our experience many users of RDU are 

not familiar with these mechanics, and they are critical to the correct application of these models. 

Even the best pedagogic source available, Wakker [2010], leaves many worked examples as exercises, 

and many of the examples are correctly contrived to make a special pedagogic point. 

 We first review the general case, and then explain the application to index insurance. 

2.7.1 General Rank-Dependent Decision Weights 

Assume a simple power probability weighting function ω(p) = pγ and let γ = 1.25. To see the pure 

effect of probability weighting, assume U(x) = x for x≥0. Start with a two-prize lottery, then 

consider three-prizes and four-prizes to see the general logic. The lotteries in our risk aversion task 

contain up to 4 prizes and probabilities. 

 In the two-prize case, let y be the smaller prize and Y be the larger prize, so Y>y≥0. Again, 

to see the pure effect of probability weighting, assume objective probabilities p(y) = p(Y) = ½. The 

first step is to get the decision weight of the largest prize. This uses the answer to the question, 

“what is the probability of getting at least  Y?”43 This is obviously ½, so we then calculate the 

decision weight using the probability weighting function as ω(½) = (½)γ = 0.42. To keep notation 

for probability weights and decision weights similar but distinct, denote the decision weight for Y as 

w(Y). Then we have w(Y) = 0.42. 

 The second step for the two-prize case is to give the other, smaller prize y the residual 

weight. This uses the answer to the question, “what is the probability of getting at least  y?” Since one 

                                                 
 
43 This expression leads to what Wakker [2010; §7.6] usefully calls the “gain-rank.” The “loss-rank” would be based on 
the answer to the question, “what is the probability of getting Y or less?” Loss-ranks were popular with some of the 
earlier studies in rank-dependent utility. 
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always gets at least y, the answer is obviously 1. Since ω(1) = 1 for any of the popular probability 

weighting functions,44 we can attribute the decision weight ω(1) - ω(½) = 1 - 0.42 = 0.58 to the prize 

y. Another way to see the same thing is to directly calculate the decision weight for the smallest prize 

to ensure that the decision weights sum to 1, so that the decision weight w(y) is calculated as 1-w(Y) 

= 1 - 0.42 = 0.58. The two-prize case actually makes it harder to see the rank-dependent logic than 

when we examine the three-prize or four-prize case, but can be seen in retrospect as a special case. 

 With these two decision weights in place, the RDU evaluation of the lottery is 0.42 ×U(Y) + 

0.58×U(y), or 0.42Y + 0.58y given our simplifying assumption of a linear utility function. Inspection 

of this RDU evaluation, and viewing the decision weights as if they were probabilities, shows why 

the RDU evaluation has to be less than the Expected Value (EV) of the lottery using the true 

probabilities, since that is 0.5Y + 0.5y. The RDU evaluation puts more weight on the worst prize, 

and greater weight on the better prize, so it has to have a CE that is less than the EV (this last step is 

helped by the fact that U(x) = x, of course). Hence probability weighting in this case generates a CE 

that is less than the EV, and hence a risk premium. 

 However, the two-prize case collapses the essential logic of the RDU model. Consider a 

three-prize case in which we use the same probability weighting functions and utility functions, but 

have three prizes, y, Y and Y, where Y>Y>y, and p(y) = p(Y) = p(Y) = ⅓. 

 The decision weight for Y is evaluated first, and uses the answer to the question, “what is the 

probability of getting at least Y?” The answer is ⅓, so the decision weight for Y is then directly 

evaluated as w(Y) = ω(⅓) = (⅓)γ = 0.25. 

 The decision weight for Y is evaluated next, and uses the answer to the more interesting 

question, “what is the probability of getting at least Y?” This is p(Y) + p(Y) = ⅓ + ⅓ = ⅔, so the 

                                                 
 
44 The prominent exception is the probability weighting function suggested by Kahneman and Tversky [1979], which 
had interior discontinuities at p=0 and p=1. 
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probability weight is ω(⅔) = (⅔)γ = 0.60. But the only part of this probability weight that is to be 

attributed solely to Y is the part that is not already attributed to Y, hence the decision weight for Y is 

ω(⅔) - ω(⅓) = ω(Y) - ω(Y) = 0.60 - 0.25 = 0.35. This intermediate step shows the rank-dependent 

logic in the clearest fashion. One could equally talk about cumulative probability weights, rather than 

just probability weights, but the logic is simple enough when one thinks of the question being asked 

“psychologically” and the partial attribution to Y that flows from it. In the two-prize case this partial 

attribution is skipped over. 

 The decision weight for y is again evaluated residually, as in the two-prize case. We can either 

see this by evaluating ω(1) - ω(⅔) = 1 - 0.60 = 0.40, or by evaluating 1 - w(Y) - w(Y) = 1 - 0.35 - 0.25 

= 0.40. 

 The general logic may now be stated in words as follows: 

 Rank the prizes from best to worst. 

 Use the probability weighting function to calculate the probability of getting at least the prize 
in question. 

 Then assign the decision weight for the best prize directly as the weighted probability of that 
prize. 

 For each of the intermediate prizes in declining order, assign the decision weight using the 
weighted cumulative probability for that prize less the decision weights for better prizes (or, 
equivalently, the weighted cumulative probability for the immediately better prize). 

 For the worst prize the decision weight is the residual decision weight to ensure that the 
decision weights sum to 1. 
 

The key is to view the decision weights as the incremental decision weight attributable to that prize. 

 Table 2.4 collects these steps for each of the examples, and adds a four prize example. From 

a programming perspective, these calculations are tedious but not difficult as long as one can assume 

that prizes are rank-ordered as they are evaluated. Our computer code in Stata allows for up to four 

prizes, which spans most applications in laboratory or field settings, and is of course applicable for 

lotteries with any number of prizes up to four. The logic can be easily extended to more prizes. 
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 Figure 2.28 illustrates these calculations using the power probability weighting function. The 

dashed line in the left panel displays the probability weighting function ω(p) = pγ = p1.25, with the 

vertical axis showing underweighting of the objective probabilities displayed on the bottom axis. The 

implications for decision weights are then shown in the right panel, for the two-prize, three-prize 

and four-prize cases. In the right panel the bottom axis shows prizes ranked from worst to best, so 

one immediately identifies the “probability pessimism” at work with this probability weighting 

function. Values of γ < 1 generate overweighting of the objective probabilities and “probability 

optimism,” as one might expect. 

 Figure 2.29 shows the effects of using the “inverse-S” probability weighting function ω(p) = 

pγ / ( pγ + (1-p)γ )1/γ for γ = 0.65. This function exhibits inverse-S probability weighting (optimism 

for small p, and pessimism for large p) for γ<1, and S-shaped probability weighting (pessimism for 

small p, and optimism for large p) for γ>1. 

2.7.2 Rank-Dependent Decision Weights for Index Insurance Choices 

Recall the notation for index insurance from the main text. There are 8 possible states, depending on 

the permutations of binary outcomes of if the individual chooses to purchase insurance {I1, I0}, if 

the index reflects a loss {L1, L0}, and if the individual’s outcome matches the outcome of the index 

{P1, P0}.  

 For instance, if the individual chooses not to purchase insurance (I0), the index reflects a loss 

outcome (L1), and the individual’s outcome matches the index (P1), the individual would also 

experience a loss (I0L1P1) and be left with $5. If the individual’s outcome does not match the index 

(P0), she does not experience a loss (I0L1P0) and would keep her $20. By the same logic, I0L0P0 = $20 

and I0L0P0 = $5. 

 The logic for the case in which the individual does purchase insurance (I1) is the same, other 

than the fact that a premium is deducted for each outcome.  
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 The essential point to take into account with this index insurance contract is that the top two 

prizes should be associated with the sum of the probabilities of each outcome, and then the bottom 

two prizes should be associated with the sum of the probabilities of each outcome. Then the 

analyses proceeds as if there were only two prizes. Table 2.5 illustrates. Panel A repeats the 4-prize 

example from Table 2.4, where all 4 prizes are distinct in value. Panel B changes the calculations in 

panel B assuming instead that the top 2 prizes are the same value, and the bottom 2 prizes are the 

same value. Panel C then shows an example from the text and Figure 2.1, assuming that ρ = 0.7. 

 
Table 2.4 Tabulations of RDU Examples 

 

Prize Probability 
Cumulative 
Probability 

Weighted 
Cumulative 
Probability 

Decision 
Weight 

A. Two Prizes 

Y 0.5 0.5 0.42 = 0.51.25 0.42 

y < Y 0.5 1 1 = 11.25 0.58 = 1 - 0.42 

     

B. Three Prizes 

Y 0.33 0.33 0.25 = 0.331.25 0.25 

Y < Y 0.33 0.67 0.60 = 0.671.25 0.35 = 0.60 - 0.25 

y < Y < Y 0.33 1 1 = 11.25 
0.40 = 1 - 0.60 

= 1 - 0.35 - 0.25 

     

C. Four Prizes 

Best 0.25 0.25 0.18 = 0.251.25 0.18 

2nd Best 0.25 0.5 0.42 = 0.501.25 0.24 = 0.42 - 0.18 

3rd Best 0.25 0.75 0.70 = 0.751.25 
0.28 = 0.70 - 0.42 
= 1 - 0.24 - 0.18 

Worst 0.25 1 11.25 
0.30 = 1 - 0.70 

= 1 - 0.28 - 0.24 - 0.18 
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Figure 2.28 Power Probability Weighting and Implied Decision Weights for Gains 
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Figure B1: Power Probability Weighting
and Implied Decision Weights for Gains

 
 
 
 

Figure 2.29 Inverse-S Probability Weighting and Implied Decision Weights for Gains 
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Figure B2: Inverse-S Probability Weighting
and Implied Decision Weights for Gains
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Table 2.5 Tabulations of RDU Examples Applied to Index Insurance 
 

Prize Probability 
Cumulative 
Probability 

Weighted 
Cumulative 
Probability 

Decision 
Weight 

A. Four Distinct Prizes 

Best 0.25 0.25 0.18 = 0.251.25 0.18 

2nd Best 0.25 0.5 0.42 = 0.501.25 0.24 = 0.42 - 0.18 

3rd Best 0.25 0.75 0.70 = 0.751.25 
0.28 = 0.70 - 0.42 
= 1 - 0.24 - 0.18 

Worst 0.25 1 11.25 
0.30 = 1 - 0.70 

= 1 - 0.28 - 0.24 - 0.18 

B. Four Prizes But Only Two Distinct Prize Levels 

Best 
0.25 + 0.25 0.5 0.42 = 0.501.25 0.42 

2nd Best 

3rd Best 
0.25 + 0.25 1 11.25 0.58 = 1 - 0.42 

Worst 

C. Index Insurance Not Purchased and ρ = 0.7 

I0L1P0 = $20 0.1 (1-ρ) + 0.9 ρ 
= 0.025 + 0.675 

0.7 0.640 = 0.71.25 0.64 
I0L0P1 = $20 

I0L1P1 = $5 0.1 ρ + 0.9 (1-ρ) 
= 0.075 + 0.225 

1 11.25 0.36 = 1 - 0.64 
I0L0P0 = $5 
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2.8 Appendix C: Risky Lottery Choices 

Table 2.6 Parameters for Double or Nothing Lotteries 
Also see text for the Right Lottery in Table 2.7 

 Left Lottery Right Lottery 

Lottery ID Prize 1 Probability 1 Prize 2 Probability 2 Prize 3 Probability 3 Prize 1 Probability 1 Prize 2 Probability 2 Prize 3 Probability 3 

             
rdon1 $0  0.5 $10  0.5 $20  0 $0  0.5 $10  0.5 $20  0 

rdon2 $0  0 $10  1 $20  0 $0  0.5 $10  0.5 $20  0 

rdon3 $0  0 $10  1 $35  0 $0  0 $5  0.5 $18  0.5 

rdon4 $0  0.25 $10  0.75 $70  0 $0  0 $35  1 $70  0 

rdon5 $0  0 $10  1 $70  0 $0  0 $35  1 $70  0 

rdon6 $0  0 $20  1 $35  0 $0  0 $10  0.5 $35  0.5 

rdon7 $0  0 $20  0.5 $70  0.5 $0  0 $35  0.5 $70  0.5 

rdon8 $0  0 $35  1 $70  0 $0  0 $35  0.5 $70  0.5 

rdon9 $0  0 $20  0.5 $35  0.5 $0  0.5 $20  0 $70  0.5 

rdon10 $0  0 $35  0.75 $70  0.25 $0  0 $35  1 $70  0 

rdon11 $0  0 $20  1 $70  0 $0  0 $20  0.5 $35  0.5 

rdon12 $0  0 $35  0.75 $70  0.25 $0  0 $35  0.5 $70  0.5 

rdon13 $0  0.25 $10  0.75 $35  0 $0  0.5 $18  0.5 $35  0 

rdon14 $0  0 $20  0.75 $35  0.25 $0  0 $18  0.5 $35  0.5 

rdon15 $0  0 $20  0.75 $70  0.25 $0  0 $35  0.5 $70  0.5 
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Table 2.7 Text for Double or Nothing Lotteries 
Also see parameters for the Right Lottery in Table 2.6 

 
 

Lottery ID Double or Nothing Text 

  
rdon1 Double or Nothing if outcome 2 in right lottery 

rdon2 Double or Nothing if outcome 2 in right lottery 

rdon3 Double or Nothing for any outcome in right lottery 

rdon4 Double or Nothing for any outcome in right lottery 

rdon5 Double or Nothing for any outcome in right lottery 

rdon6 Double or Nothing if outcome 2 in right lottery 

rdon7 Double or Nothing if outcome 2 in right lottery 

rdon8 Double or Nothing if outcome 2 in right lottery 

rdon9 Double or Nothing if outcome 3 in left lottery 

rdon10 Double or Nothing for any outcome in right lottery 

rdon11 Double or Nothing if outcome 3 in right lottery 

rdon12 Double or Nothing if outcome 2 in right lottery 

rdon13 Double or Nothing if outcome 2 in right lottery 

rdon14 Double or Nothing if outcome 2 in right lottery 

rdon15 Double or Nothing if outcome 2 in right lottery 

 
 
 
 
 
 
 
 
 
 
 
 
 
 


