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SOME TOPICS IN ROC CURVES ANALYSIS

by

XIN HUANG

Under the Direction of Dr. Yixin Fang

ABSTRACT

The receiver operating characteristic (ROC) curves is a popular tool for evaluating continuous diagnostic tests. The traditional definition of ROC curves incorporates implicitly the idea of “hard” thresholding, which also results in the empirical curves being step functions. The first topic is to introduce a novel definition of soft ROC curves, which incorporates the idea of “soft” thresholding. The softness of a soft ROC curve is controlled by a regularization parameter that can be selected suitably by a cross-validation procedure. A byproduct of the soft ROC curves is that the corresponding empirical curves are smooth.

The second topic is on combination of several diagnostic tests to achieve better diagnostic accuracy. We consider the optimal linear combination that maximizes the area under the receiver operating characteristic curve (AUC); the estimates of the combination’s coefficients can be obtained via a non-parametric procedure. However, for estimating the AUC associated with the estimated coefficients, the apparent estimation by re-substitution is too optimistic. To adjust for the upward bias, several methods are proposed. Among them the cross-validation approach is especially advocated, and an approximated cross-validation is developed to reduce the computational cost. Furthermore, these proposed methods can be applied for variable selection to select important diagnostic tests.

However, the above best-subset variable selection method is not practical when the number of diagnostic tests is large. The third topic is to further develop a LASSO-type procedure for variable
selection. To solve the non-convex maximization problem in the proposed procedure, an efficient algorithm is developed based on soft ROC curves, difference convex programming, and coordinate descent algorithm.
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Chapter 1

INTRODUCTION

1.1 Soft-thresholding

Laboratory diagnostic tests are one of the most important components in modern medical practice. The receiver operating characteristic (ROC) curves, the plots of true-positive rate against false-positive rate, are popular tools for evaluating continuous diagnostic tests; see, for example Pepe (2003) and Zhou et al. (2002). However, the traditional definition of ROC curves incorporates implicitly the idea of “hard” thresholding. To be specific, let $T$ be the outcome of a continuous diagnostic test and $D$ be the disease status. Given a threshold $c$, the hard-thresholding scheme (H) defines a subject as diseased ($\hat{D} = 1$) if the test result $T = t$ exceeds $c$, and as non-diseased ($\hat{D} = 0$) otherwise. It thus results in a binary classifier

$$I(t - c) = \begin{cases} 1, & t - c \geq 0, \\ 0, & t - c < 0. \end{cases}$$

The ROC curve is then a graphical plot of true positives, $E\{I(T - c)|D = 1\}$, versus false positives, $E\{I(T - c)|D = 0\}$, for $-\infty < c < \infty$. It can be expressed as

$$R(p) = 1 - G[F^{-1}(1 - p)], \quad 0 < p < 1,$$

where $F(\cdot)$ and $G(\cdot)$ are the distributions of $T$, given $D = 0$ and $D = 1$, respectively.

Unfortunately, there are some disadvantages in the above hard-thresholding scheme. First, it is too strict since the true disease status of a subject is hard to detect if the test result is close to the specified threshold. Second, the discontinuity of the binary classifier results in the corresponding
estimated ROC curve being a step function, while the underlying ROC curve is likely to be smooth. Finally, due to the discontinuity in the step function, the variability of the estimated ROC curve becomes large.

To overcome these disadvantages, we consider the following soft-thresholding scheme (S):

\[
(S) \quad I_\delta(t - c) = \begin{cases} 
1, & t - c \geq \delta, \\
?, & -\delta < t - c < \delta, \\
0, & t - c < -\delta,
\end{cases}
\]

where the value ? is between 0 and 1 and will be discussed in the next section, and \( \delta \) is a regularization parameter controlling the softness. In particular, when \( \delta = 0 \), the soft-thresholding simply becomes the hard-thresholding. The rationale for this scheme is that if the test result is close to the given thresholding \( c \), then we may be indecisive about the status of the disease. Hence, we refer to \( I_\delta(\cdot) \) as the indecisive function. Different indecisive functions will result in different soft ROC curves.

The idea used here is similar in principle to the one used in designing randomization tests to achieve a given significance level in hypothesis testing (Lehmann, 1997). The indecisive function has been considered in the literature of ROC. Liu et al. (2009) and Liu and Tan (2008) used an S-type function to approximate the indicator function for the empirical False Positive Rate (FPR) and True Positive Rate (TPR). Huang et al. (2010), Wang et al. (2007), and Ma and Huang (2005, 2007) used the sigmoid function to approximate the indicator function for the empirical area under the ROC curve (AUC).

Instead of looking for an approximation, in our work, we examine the definition of ROC curves directly and introduce the soft ROC curves based on the soft-thresholding. More importantly, we build a bridge between the approximation of an ROC curve and the approximation of its AUC. Moreover, continuity of the proposed soft ROC curves is a promising byproduct, although it is not our primary goal. We should point out that in the literature of ROC, many authors have discussed
methods to smooth ROC curves. For example, Zou et al. (1997) proposed a non-parametric estimator from kernel estimates of the distribution functions $F$ and $G$. Peng and Zhou (2004) proposed a local linear regression for the ROC curve, while Ren et al. (2004) proposed a penalized spline linear mixed-effects model.

1.2 Combinations of multiple diagnostic tests

The ROC curve is a graphical tool for evaluating the discriminatory accuracy of diagnostic tests. Meanwhile, the AUC is a popular one-number summary index of the discriminatory accuracy; the closer to one it is, the more accurate the test is. When several diagnostic tests are available, one can combine them to achieve better diagnostic accuracy. Let $T = (T_1, \cdots, T_p)^T$ be $p$ diagnostic tests that yield continuous measurements. Assume that all tests are performed on $m$ non-diseased subjects, yielding testing outcomes $X_i = (X_{i1}, \cdots, X_{ip})^T$, $i = 1, \cdots, m$, i.i.d with $X$ of distribution $F(X)$, and on $n$ diseased subjects, yielding outcomes $Y_j = (Y_{j1}, \cdots, Y_{jp})^T$, $j = 1, \cdots, n$, i.i.d with $Y$ of distribution $G(Y)$. We are interested in seeking a linear combination of the diagnostic tests such that the combined score achieves the maximum AUC over all the possible linear combinations. Thus, as Bamber (1975), we are interested in the following coefficient vector,

$$
\beta_0 = \arg \max_{\beta \in B} P(\beta^T Y > \beta^T X),
$$

(1.1)

where $B = \{\beta \in \mathbb{R}^p : \|\beta\| = 1\}$. A nonparametric estimate of $\beta_0$ can be obtained via the following maximum-rank procedure,

$$
\hat{\beta} = \arg \max_{\beta \in B} \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\beta^T Y_j > \beta^T X_i),
$$

(1.2)

where $I(\cdot)$ is the indicator function. This procedure has been well-studied in the literature of ROC curves. For example, Su and Liu (1993) discussed the optimal linear combination under the multiple-normal assumption; Pepe and Tompson (2000), Pepe et al. (2006), and Ma and Huang
(2005) discussed this procedure under the generalized linear model (GLM) assumption. However, besides re-evaluating the assumptions for the properties of $\hat{\beta}$, we are concerned with estimates for the AUC associated with $\hat{\beta}$,

$$\text{AUC}(\hat{\beta}) = P(\hat{\beta}^T Y > \hat{\beta}^T X),$$

(1.3)

where $(X, Y)$ are future observations independent of the observed data used for obtaining $\hat{\beta}$, and the probability is taken over $(X, Y)$ conditionally on the observed data. These estimates are of great interests; after the combined test is obtained, we are interested in assessing its discriminatory accuracy.

The simplest estimate of $\text{AUC}(\hat{\beta})$ is the apparent estimate by re-substitution,

$$\overline{\text{AUC}}(\hat{\beta}) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\hat{\beta}^T Y_j > \hat{\beta}^T X_i).$$

(1.4)

Obviously, this estimate is too optimistic; see e.g., Efron (1983). Copas and Corbett (2002) addressed the overfitting problem when combining tests via logistic regression, and suggested a shrinkage correction for the AUC. Here we are concerned with approaches to adjusting for the upward bias of $\overline{\text{AUC}}(\hat{\beta})$.

After the question of how to adjust the upward bias of $\overline{\text{AUC}}(\hat{\beta})$ is answered, one can perform a best subset selection procedure to select important diagnostic tests: the adjusted AUC estimates are calculated for all possible subsets of diagnostic tests, and the subset with the largest adjusted AUC estimate is chosen as the important diagnostic tests.

1.3 AUC-LASSO

When the number of tests $p$ is increasing, the number of subsets is increasing dramatically as $2^p - 1$, and therefore the best subset selection procedure is not practical as $p$ increases. Moreover, the best subset variable selection method is lack of stability as analyzed (Breiman, 1996). The LASSO procedure is among the most popular methods for variable selection. It shrinks the coefficients
by imposing a L1 penalty and produces a kind of continuous subset selection. More discussion on the comparison of LASSO and best-subset selection methods can be found in Hastie et al. (2009, p.69). Therefore, we try to impose the LASSO penalty into (1.2), named AUC-LASSO, and develop corresponding efficient algorithms. We will use the soft ROC curve to approximate the non-convex objective function in (1.2), and use the difference convex programming and coordinate descent algorithms to solve the global optima of AUC-LASSO.

1.4 Brief summary

The remainder of this dissertation is organized as follows. In Chapter 2, we define the soft ROC curve, and derive some of its properties. We also propose methods to choose the regularization parameter $\delta$. In Chapter 3, we study the optimal combinations of diagnostic tests. We re-investigate the properties of the estimated linear combination coefficient, and show the uniqueness of $\beta_0$ and the consistency of $\hat{\beta}$ under some mild assumptions. We also propose several methods for estimating the AUC associated with $\hat{\beta}$, while all these methods can be applied as variable selection criteria. In Chapter 4, we review several related state-of-the-art computational methods for regularized likelihood methods and non-convex optimization, and propose an algorithm to solve the AUC-LASSO problem. In Chapter 5, we examine the propose methods through some simulation studies and real examples. Finally, some discussion is made in Chapter 6. All technical details are relegated to the Appendix.
Chapter 2

SOFT ROC CURVES

This chapter is organized as follows. In Section 2.1, we define the soft ROC curve, and derive some of its properties. In Section 2.2, we propose methods to choose the regularization parameter \( \delta \). All technical details are relegated to the Appendix A.

2.1 Soft ROC curves

When the indecisive function \( I_{\delta} \) is applied with threshold \( c \), the true positive probability equals \( E\{I_{\delta}(T - c)\mid D = 1\} \) and the false positive probability equals \( E\{I_{\delta}(T - c)\mid D = 0\} \). We can therefore define soft ROC curves as follows.

**DEFINITION 2.1:** A plot of true positives, \( E\{I_{\delta}(T - c)\mid D = 1\} \), versus false positives, \( E\{I_{\delta}(T - c)\mid D = 0\} \), for all possible values of \( c \), is called the soft ROC curve with respect to indecisive function \( I_{\delta} \).

Assume that a test is performed on \( m \) non-diseased subjects, yielding testing outcomes \( X_i \), and on \( n \) diseased subjects, yielding outcomes \( Y_j \). Then, an empirical estimate of the soft ROC curve w.r.t. \( I_{\delta} \) is

\[
\hat{R}_{\delta}(p) = 1 - \hat{G}_{\delta}(\hat{F}_{\delta}^{-1}(1 - p)), \quad p \in (0, 1),
\]

where \( \hat{G}_{\delta}(c) = \frac{1}{n} \sum_{j=1}^{n} I_{\delta}(Y_j - c) \) and \( \hat{F}_{\delta}(c) = \frac{1}{m} \sum_{i=1}^{m} I_{\delta}(X_i - c) \). The area under the soft ROC curve w.r.t. \( I_{\delta} \) (denoted by AUC\( \delta \)) is derived in the following theorem, and its proof is presented in the Appendix A.

**THEOREM 2.1:** For the soft ROC curve w.r.t. to indecisive function \( I_{\delta}(\cdot) \), we have

\[
AUC_{\delta} = E\{K_{\delta}(Y - X)\},
\]
where $X \sim F(\cdot)$, $Y \sim G(\cdot)$, $K_\delta(Y-X) = \int_{-\infty}^{\infty} I_\delta(Y-c)\hat{I}_\delta(X-c)dc$, and $\hat{I}_\delta$ is the derivative of $I_\delta$.

Thus, from Theorem 2.1, we see that an unbiased estimate of $\text{AUC}_\delta$ is given by

$$\hat{\text{AUC}}_\delta = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} K_\delta(Y_j - X_i).$$

(2.2)

### 2.1.1 Two-sided indecisive functions

We can categorize indecisive functions and soft ROC curves into one-sided and two-sided according to the following definition.

**DEFINITION 2.2:** If $I_\delta(t-c) = 0$ for $t < c$, $I_\delta$ and the corresponding soft ROC curve are said to be one-sided. Otherwise, they are said to be two-sided.

We now present some examples of indecisive functions $I_\delta$ and their corresponding $K_\delta$, which are all displayed in Figure 2.1. The corresponding detailed calculations are presented in the Appendix A.

**EXAMPLE 2.1:** Order 0 two-sided indecisive function is given by

$$I_\delta(t-c) = \frac{1}{2} \{ -\delta \leq t - c < \delta \} + \{ t - c \geq \delta \},$$

where $\{ \cdot \}$ is an indicator function. This implies that the disease status is totally indecisive when $t$ is within $\delta$ of threshold $c$. The corresponding $K_\delta$ is

$$K_\delta(s) = \frac{1}{4} \{ -2\delta \leq s < 0 \} + \frac{3}{4} \{ 0 \leq s < 2\delta \} + \{ s \geq 2\delta \}.$$

**EXAMPLE 2.2:** Order 1 two-sided indecisive function is given by

$$I_\delta(t-c) = \left[ \frac{1}{2} + \frac{1}{2\delta} (t-c) \right] \{ -\delta \leq t - c < \delta \} + \{ t - c \geq \delta \},$$
This implies that the positive probability is linear in $t - c$ when $t$ is within $\delta$ of threshold $c$. The corresponding $K_\delta$ is

$$K_\delta(s) = \left[ \frac{1}{2} + \frac{5s}{4\delta} - \text{sign}(s) \frac{s^2}{2\delta^2} \right] \1_{\{-2\delta \leq s < 2\delta\}} + \1_{\{s \geq 2\delta\}},$$

where $\text{sign}(\cdot)$ is the sign function. This $K_\delta$ takes on a strange form (see Figure 2.1) and so the order 1 two-sided indecisive function above may not be a good choice in practice.

**EXAMPLE 2.3:** Order $\infty$ two-sided (Sigmoid) indecisive function is given by

$$I_\delta(t - c) = \frac{1}{1 + e^{-\delta(t-c)}}.$$
An appealing property of the sigmoid function is that it has infinite derivatives. The corresponding $K_\delta$ is

$$K_\delta(s) = -e^{\delta s} \left[ \frac{1}{1 - e^{\delta s}} + \frac{1}{(1 - e^{\delta s})^2} \delta s \right].$$

### 2.1.2 One-sided indecisive functions

In this subsection, we present two examples of one-sided indecisive functions $I_\delta$ and their corresponding $K_\delta$, which are displayed in Figure 2.2. The indecisive functions are similar to the ones in Examples 2.1 and 2.2, but the order 1 one-sided $K_\delta$ takes on a reasonable form, unlike its two-sided counterpart. The corresponding detailed calculations are presented in the Appendix A.

![Figure 2.2. One-sided $I_\delta$ and their corresponding $K_\delta$](image-url)
EXAMPLE 2.4: Order 0 one-sided indecisive function is given by

\[ I_\delta(t - c) = \frac{1}{2} \mathbf{1}\{0 \leq t - c < \delta\} + 1\{t - c \geq \delta\}, \]

This implies that the disease status is totally indecisive when \( t \) is in the interval \([c, c + \delta)\). The corresponding \( K_\delta \) is

\[ K_\delta(s) = \frac{1}{4} \mathbf{1}\{-\delta \leq s < 0\} + \frac{3}{4} \mathbf{1}\{0 \leq s < \delta\} + 1\{s \geq \delta\}. \]

EXAMPLE 2.5: Order 1 one-sided indecisive function is given by

\[ I_\delta(t - c) = \frac{1}{\delta}(t - c) \mathbf{1}\{0 \leq t - c < \delta\} + 1\{t - c \geq \delta\}. \]

This implies that the positive probability is linear in \( t - c \) when \( t \) is in the interval \([c, c + \delta)\). The corresponding \( K_\delta \) is

\[ K_\delta(s) = \left[ \frac{1}{2} + \frac{s}{\delta} - \text{sign}(s) \frac{s^2}{2\delta^2} \right] \mathbf{1}\{-\delta \leq s < \delta\} + 1\{s \geq \delta\}. \]

Surprisingly, the minor change in this indecisive function from its two-sided counterpart results in a big change in the corresponding \( K_\delta \), and \( K_\delta \) has a continuous derivative. In what follows, we will focus on this indecisive function. Of course, the procedures developed here for this indecisive function can also be applied to other indecisive functions.

### 2.2 Selection of regularization parameter
2.2.1 Method based on softness

The regularization parameter $\delta$ controls the softness of a soft ROC curve. The bigger the $\delta$ is, the softer the ROC curve is. When $\delta$ is taken as zero, it becomes the traditional ROC curve as mentioned earlier. Hence, it is important to select an appropriate regularization parameter $\delta$. First, we define the softness of a soft ROC curve as follows.

**DEFINITION 2.3:** For a soft ROC curve with regularization parameter $\delta$, the softness is defined as

$$\alpha = 1 - \frac{P(Y - X > \delta)}{P(Y - X > 0)},$$

where $X \sim F(\cdot)$ and $Y \sim G(\cdot)$. The hardness is then naturally defined as $1 - \alpha$.

The softness $\alpha$ controls the smoothness of the empirical soft ROC curve estimated from (2.1). For example, if the order 1 one-sided indecisive function is used, the softness ranges from 0 (when $\delta = 0$ in which case the soft ROC curve becomes a step function) to 1 (when $\delta = \infty$ in which case the soft ROC curve becomes a diagonal line). As mentioned before, the idea of soft-thresholding is similar to the one used in designing randomization tests in hypothesis testing. In this regard, the softness defined above is analogous to significance level in the setting of randomization tests.

Figure 2.3 shows the plots of $\alpha$ versus the differences of means of diseased and non-diseased populations for some choices of $\alpha$. Here, we have denoted $\mu = E\{Y\} - E\{X\}$ and have assumed that the two populations are normal with unit standard deviation.

Evidently, a non-parametric estimate of softness is given by

$$\alpha = 1 - \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} I(Y_j - X_i - \delta)}{\sum_{i=1}^{m} \sum_{j=1}^{n} I(Y_j - X_i)}.$$  \hfill (2.3)

So, for a pre-specified $\alpha$, we can choose a regularization parameter $\delta$; but, the determination of $\alpha$ is quite subjective. Recall that the same issue is present in hypothesis testing wherein the significance level is usually taken to be 5%. From the simulation study we have carried out, we would suggest...
considering softness between 0.1 and 0.3. In the next subsection, we propose a cross-validation procedure for selecting an appropriate $\delta$ without pre-fixing $\alpha$.

2.2.2 Method based on cross-validation

In this subsection, we propose a cross-validation (CV) procedure for selecting $\delta$ by minimizing the average mean squared error (AMSE) (Ren et al., 2004),

$$\text{AMSE}(\delta) = E \left\{ \frac{1}{K} \sum_{k=1}^{K} \left[ \hat{R}_d(p_k) - R(p_k) \right]^2 \right\},$$

where $p_k$ is in a fine grid of $(0, 1)$, $k = 1, \cdots, K$.

For this purpose, we randomly split the sample into two parts, or we randomly split the diseased and non-diseased samples into two parts each. For each random split, we treat one part as a training sample and the other as a validation sample. Based on the training sample, we construct the soft ROC curve and obtain the estimate $\hat{R}_d^{(1)}$, and based on the validation sample, we construct the regular ROC curve and obtain the estimate $\hat{R}^{(2)}$. By repeating this random split many times, we
obtain the following cross-validation estimate of the AMSE:

$$CV_\delta = \frac{1}{H} \frac{1}{K} \sum_{h=1}^{H} \sum_{k=1}^{K} \left[ \hat{R}^{(1,h)}_\delta(p_k) - \hat{R}^{(2,h)}(p_k) \right]^2,$$  \hspace{1cm} (2.5)

where $H$ is the number of random splits. Then, $\delta$ is chosen as the one that minimizes $CV_\delta$ in (2.5).

The split ratio (training/validation) can be chosen to be either 1:1 or 2:1. From our simulation study, we observed that the results are not sensitive to the split ratio. Such an idea of cross-validation has been considered by many authors including Bickel and Levina (2008).
Chapter 3

COMBINING DIAGNOSTIC TESTS

This chapter is organized as follows. In Section 3.1, we show the uniqueness of $\beta_0$ and the consistency of $\hat{\beta}$ under some mild assumptions. In Section 3.2, we propose several methods for estimating the AUC associated with $\hat{\beta}$. All these methods can be applied as variable selection criteria. All the technical proofs are provided in Appendix B.

3.1 Properties of $\hat{\beta}$

Let $Z = Y - X = (Z_1, \cdots, Z_p)^T$ with distribution $H(Z)$. To examine the properties of $\beta_0$ and $\hat{\beta}$, in this section, we assume the support of $H$ is not contained in any proper linear subspace of $\mathbb{R}^p$. We also assume the marginal density of $Z_k$ satisfies $f_{Z_k}(Z_k = 0) \neq 0, k = 1, \cdots, p$. Pepe et al. (2006) studied the properties of $\hat{\beta}$ under the GLM assumption,

$$P(D = 1|T) = h(\beta^T_0 T),$$

where $D$ is the indicator of the disease status with one being diseased and zero being non-diseased, and $h$ is an increasing link function. By arguments in Appendix B.1, the GLM assumption cannot encompass the setting where $X$ and $Y$ are following multivariate normal distributions with different covariance matrices. In this section, we re-investigate the properties of $\beta_0$ and $\hat{\beta}$ without the GLM assumption. First of all, we show that $\beta_0$ is unique under some mild assumption. The proof is in Appendix B.2.

**PROPPOSITION 3.1:** If for any $\beta \neq \gamma \in B$,

$$E^2(\beta^T Z | \gamma^T Z = 0) + E^2(\gamma^T Z | \beta^T Z = 0) \neq 0,$$
then $\beta_0$ is unique.

Unfortunately, the assumption made in Proposition 3.1 cannot imply the GLM assumption. But at least it provides an alternative assumption to investigate the properties of $\beta_0$. If $\beta_0$ is unique, then many good asymptotic properties of $\hat{\beta}$ can be derived. For example, the consistency of $\hat{\beta}$ is stated in Proposition 3.1, with the proof in Appendix B.3.

**PROPOSITION 3.2:** If $\beta_0$ is unique, then $\hat{\beta} \xrightarrow{a.s.} \beta_0$, as $m,n \to \infty$.

To illustrate the assumption made in Proposition 3.1, we examine the setting where $X$ and $Y$ follow multivariate normal distributions with different covariance matrices respectively. In this setting, for any given $\beta \neq \gamma$, $V^{(1)} = \beta^T Z \sim N(\mu_1, \sigma_1^2)$ and $V^{(2)} = \gamma^T Z \sim N(\mu_2, \sigma_2^2)$. Then $\text{Corr}(V^{(1)}, V^{(2)}) = \rho \neq 1$, and $V^{(1)}$ and $V^{(2)}$ can be expressed as $V^{(2)} = \mu_2 + \rho \frac{\sigma_2}{\sigma_1} (V^{(1)} - \mu_1) + \epsilon$ and $V^{(1)} = \mu_1 + \rho \frac{\sigma_1}{\sigma_2} (V^{(2)} - \mu_2) + \epsilon$, where $\epsilon \sim N(0, (1 - \rho^2) \sigma_2^2)$ and $\epsilon \sim N(0, (1 - \rho^2) \sigma_1^2)$. If $E(V^{(2)}|V^{(1)} = 0) = 0$ and $E(V^{(1)}|V^{(2)} = 0) = 0$, then $\frac{\mu_2}{\sigma_2} = \rho \frac{\mu_1}{\sigma_1}$ and $\frac{\mu_1}{\sigma_1} = \rho \frac{\mu_2}{\sigma_2}$, and then $\rho = 1$, which leads to a contradiction. Therefore, in this setting, the assumption made in Proposition 3.1 is satisfied.

### 3.2 Estimates of the AUC associated with $\hat{\beta}$

This section provides several methods for estimating the AUC associated with $\hat{\beta}$, $\text{AUC}(\hat{\beta})$. Note that $\text{AUC}(\hat{\beta})$ is the counterpart of the prediction error in linear regression, and therefore the apparent estimate, $\overline{\text{AUC}}(\hat{\beta})$, which is the counterpart of the training error in linear regression, overestimates it.

#### 3.2.1 Cross-validation

As pointed out by Hastie et al. (2009, p.241), the simplest and most widely used method for estimating the prediction error is cross-validation. Therefore, we consider cross-validation method
for estimating $AUC(\hat{\beta})$ first. The leave-one-pair-out cross-validation estimate is

$$AUC^{(CV)} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\hat{\beta}^{(-ij)}_T Y_j > \hat{\beta}^{(-ij)}_T X_i),$$

(3.2)

where $\hat{\beta}^{(-ij)}$ is the solution to procedure (1.2) without pair $(i, j)$.

If many diagnostic tests are available and some of them are redundant, we might want to seek a subset of diagnostic tests based on which the combined test has the largest AUC. This becomes a variable selection problem, because including more redundant diagnostic tests leads to finding a combination with which the AUC is farther away from the maximum AUC, $AUC(\beta_0)$. The variable selection based on $AUC^{(CV)}$ can be done as follows. At each subset of diagnostic tests (there are $2^p - 1$ possible subsets), $AUC^{(CV)}$ is calculated, and then the subset with the largest $AUC^{(CV)}$ is selected as the “best” subset.

For the purpose of variable selection, alternatives such as the five-fold cross-validation and the ten-fold cross-validation can be applied in stead of the leave-one-pair-out cross-validation; e.g., Hastie et al. (2009, p.242). These alternatives are simpler and more efficient. However, in this paper, estimating the AUC associated with $\hat{\beta}$ is the main concern, and the leave-one-out cross-validation is a nearly unbiased estimate.

### 3.2.2 Bootstrap methods

The cross-validation estimate is nearly unbiased, but has relatively large variance, because of the discontinuity of the indicator function in (3.2). In order to reduce the variance of the cross-validation, we can apply the bootstrap smoothing introduced by Efron (1983). Let $X^{*(i)b}$ be the $b$th bootstrap sample from the empirical distribution on $X^{(i)}$, the training set of $X$ without the $i$th observation, and $Y^{*(j)b}$ be the $b$th bootstrap sample from the empirical distribution on $Y^{(j)}$, the training set of $Y$ without the $j$th observation. Then the leave-one-pair-out bootstrap cross-
validation estimate of $AUC(\hat{\beta})$ is defined as

$$AUC^{(BT)} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{1}{B} \sum_{b=1}^{B} I(\hat{\beta}^{(b)}_{(-ij)^T} Y_j > \hat{\beta}^{(b)}_{(-ij)^T} X_i),$$  \hspace{1cm} (3.3)$$

where $\hat{\beta}^{(b)}_{(-ij)}$ is the solution to procedure (1.2) based on the $b$th bootstrap samples from $X^{(i)}$ and $Y^{(j)}$.

As discussed in Efron (1983), the bootstrap cross-validation estimate has the training-set-size bias. Because the average number of distinct observations in each bootstrap sample is about $0.632(m+n)$, the “0.632 estimate” proposed in Efron (1983) is designed to alleviate this bias. It is defined as

$$AUC^{(0.632)} = 0.368AUC + 0.632AUC^{(BT)},$$  \hspace{1cm} (3.4)$$

The 0.632 estimate works well in light fitting situations, but can break down in overfit ones (Breiman et al., 1984). To improve the 0.632 estimate, Efron and Tibshirani (1997) proposed the “0.632+ estimate”, defined by

$$AUC^{(0.632+)} = (1 - \hat{\omega})AUC + \hat{\omega}AUC^{(BT)},$$  \hspace{1cm} (3.5)$$

where $\hat{\omega} = \frac{0.632}{1 - 0.368\hat{R}}$. Here $\hat{R}$ is called the relative overfitting rate, and in this framework,

$$\hat{R} = \frac{AUC - AUC^{(BT)}}{AUC - \gamma},$$

where $\gamma$ is called the no-information error (i.e. the prediction rate if the input and class labels were independent), and in this setting, $\gamma = 0.5$. 
3.2.3 Sigmoid function smoothing

Another way to reduce the variance of the cross-validation estimate is by smoothing the indicator function in (3.2). As Ma and Huang (2005; 2007), a reasonable choice of smoothing function is sigmoid function, \( g_\lambda(u) = \frac{1}{1+e^{-\lambda u}} \), where \( \lambda \) is large enough. A by-product of this smoothing function is the computational convenience. Let \( Z_{ij} = Y_j - X_i \), and

\[
\hat{\beta}_\lambda = \arg \max_{\beta \in \mathbb{B}} \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} g_\lambda(\beta^T Z_{ij}).
\]

(3.6)

Ma and Huang (2007) developed the asymptotic properties of \( \hat{\beta}_\lambda \) under the GLM assumption. We can also verify the results under the assumption made in Section 3.1.

In this subsection, we are interested in estimating the AUC associated with \( \hat{\beta}_\lambda \),

\[
\text{AUC}(\hat{\beta}_\lambda) = P(\hat{\beta}_\lambda^T Y > \hat{\beta}_\lambda^T X).
\]

(3.7)

The cross-validation estimate of AUC(\( \hat{\beta}_\lambda \)) is

\[
\text{AUC}^{(\text{CV})}_\lambda = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\hat{\beta}_{\lambda}^{(-ij)^T} Y_j > \hat{\beta}_{\lambda}^{(-ij)^T} X_i),
\]

(3.8)

where \( \hat{\beta}_{\lambda}^{(-ij)} \) is the solution to procedure (3.6) without pair \((i, j)\).

For any given \( \lambda \), \( \text{AUC}^{(\text{CV})}_\lambda \) is a nearly unbiased estimate of AUC(\( \hat{\beta}_\lambda \)). Smaller \( \lambda \) results in bigger bias but smaller variance of \( \hat{\beta}_\lambda \) as an estimate of \( \beta_0 \). An appropriate \( \lambda \) can be decided at the full set of diagnostic tests as follows. Over a fine grid of \( \lambda \), \( \text{AUC}^{(\text{CV})}_\lambda \)'s are calculated, and then the value of \( \lambda \) achieving the largest \( \text{AUC}^{(\text{CV})}_\lambda \) is selected. As the simulations show, the curve of \( \text{AUC}^{(\text{CV})}_\lambda \) increases as \( \lambda \) increases, achieves its peak at some \( \lambda \), and then follows a slow turn down. Ma and Huang (2005) mentioned a rule of thumb for choosing the tuning parameter, and found that the results are not sensitive to \( \lambda \) as long as \( \lambda \) is large enough.
3.2.4 Approximated cross-validation for variable selection

For the purpose of variable selection, at each subset of diagnostic tests, \( \text{AUC}^{(CV)} \) is calculated, and then the subset achieving the largest \( \text{AUC}^{(CV)} \) is selected as the “best” subset. This method is straightforward, but the computation is intensive. For example, to find the “best” subset from \( p \) tests, we need to conduct the maximization procedure \((2^p - 1)mn \) times. To reduce the computation cost, we develop an approximated cross-validation method. By this method, at each subset, we only need to perform the maximization procedure once.

First, to speed up the above variable selection process, we can approximate \( \text{AUC}^{(CV)} \) by

\[
\hat{\text{AUC}}^{(CV)} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} g_\lambda(\hat{\beta}_\lambda^{(-ij)} T Z_{ij}),
\]  

(3.9)

Then, by Taylor expansion, the above expression can be further approximated by

\[
\text{AUC}^{(ACV)} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} g_\lambda(\hat{\beta}_\lambda^T Z_{ij}) + \text{trace}(\hat{L}_2^{-1} \hat{L}_1),
\]  

(3.10)

where

\[
\hat{L}_1 = \frac{1}{m^2} \sum_{i=1}^{m} D_i D_i^T + \frac{1}{n^2} \sum_{j=1}^{n} D_j D_j^T - \frac{1}{m^2 n^2} \sum_{i=1}^{m} \sum_{j=1}^{n} D_{ij} D_{ij}^T,
\]

\[
\hat{L}_2 = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} Z_{ij} \hat{g}_\lambda(\hat{\beta}_\lambda^T Z_{ij}) Z_{ij}^T,
\]

with \( \hat{g}_\lambda(u) \) and \( \hat{g}_\lambda(u) \) being the first two derivatives of \( g_\lambda(u) \), \( D_{ij} = Z_{ij} \hat{g}_\lambda(\hat{\beta}_\lambda^T Z_{ij}) \), \( \hat{D}_i = \frac{1}{n} \sum_{j=1}^{n} D_{ij} \), and \( \hat{D}_j = \frac{1}{m} \sum_{i=1}^{m} D_{ij} \).

The derivation of \( \text{AUC}^{(ACV)} \) follows the arguments in Stone (1977); see Appendix B.4 for details. Actually, the expression of \( \text{AUC}^{(ACV)} \) is similar to the Takeuchi Information Criterion (TIC) proposed by Takeuchi (1976). For programming, it might be interesting to note that \( \hat{g}_\lambda(u) \) can be expressed as \( \lambda g_\lambda(u)[1 - g_\lambda(u)] \).
3.2.5 Comparison with some LASSO-type procedures

Many methods for variable selection are proposed in the literature of classification; among them, the LASSO-type procedures are the most popular. However, for classification, the variable selection procedures are examined based on the misclassification rate, rather than on the compromise between the sensitivity and the specificity through the ROC curve. We propose several variable selection procedures with the focus on the AUC. In the three real examples analyzed in the numerical studies section, we compare our procedures, which are based on the AUC, with the sLDA and the logistic-LASSO, but not with the DALASS because of its instability (personal communication).

In the next chapter, we will work on directly applying the LASSO constrain on (1.2), and propose an AUC-LASSO method using the soft ROC approximation.
This chapter is organized as follows. The motivation is discussed in Section 4.1. A detailed review of related computational methods is presented in Section 4.2. And the main algorithm is proposed in Section 4.3.

4.1 Motivation

The approximated cross-validation method proposed in Chapter 3 successfully adjusted the upward bias of apparent AUC estimate, and can be used as a criteria to select important diagnostic tests. It dramatically reduces the computation compared to the cross-validation procedure. However, the approximated cross-validation method is still based on the best subset selection procedure. And it becomes impractical as the number of diagnostic tests increases. The LASSO-type procedure are the most popular methods for variable selection, performed by regularizing the coefficient via L1 norm. Because the nature of the L1 constrain, it tends to produce some coefficients to be 0 and hence produce a “continuous” variable selection procedure. Many LASSO-type procedures are proposed in the literature of classification. For instance, Friedman et al. (2010) incorporated the coordinate descent algorithm with logistic regression (Logistic-LASSO); Trendafilov and Jolliffe (2007) proposed the discriminant analysis via the LASSO (DALASS); and Wu et al. (2009) proposed the sparse linear discriminant analysis (sLDA). However, for classification, the variable selection procedures are examined based on the misclassification rate, rather than on the compromise between the sensitivity and the specificity through the ROC curve. We are concerned with
developing algorithms to solve the AUC-LASSO problem:

\[
\hat{\beta} = \arg \max_{\beta \in \mathcal{B}} \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\beta^T Y_j > \beta^T X_i) + \rho \sum_{j=1}^{p} |\beta_j|.
\] (4.1)

The challenge of this problem is that the objective function is not convex, and there is generally no efficient method to compute the global optima for high-dimensional non-convex optimization problem. Note that the constrain of coefficient \( \beta \) on the unit circle in (4.1) is mainly due to the identifiability. To achieve the same purpose, instead of restricting \( \beta \) on the unit circle, similar to Ma and Huang (2005), we assume the first diagnostic test is the anchor, and set \( \beta_{(1)} = 1 \). When dealing with the AUC-LASSO problem, we still use \( \beta \) to denote the coefficients \( (1, \beta_{(2)}, \ldots, \beta_{(p)})^T \). Ma and Huang (2005) proposed a method of how to choose the anchor diagnostic test via the adjusted t-statistic. Thus, our problem becomes

\[
\hat{\beta} = \arg \max_{\beta} \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\beta^T Y_j > \beta^T X_i) + \rho \sum_{j=1}^{p} |\beta_j|.
\] (4.2)

However, the objective function in (4.2) is still non-convex. To develop an efficient algorithm, we employ the idea of the soft ROC curves to approximate the empirical objective function. To find an approximate solution for the non-convex problem, we first decompose the approximated objective function into a difference of two convex functions, then apply the difference convex programming (An and Tao, 1997) to find the global optima.

4.2 Review of related computational methods

4.2.1 Penalized likelihood methods and coordinate descent algorithms

Penalized likelihood methods are among the most popular approaches for automatically and simultaneously variable selection. However, optimizing the penalized likelihood can be a challenging task. The penalized optimization problems include ridge regression (Hoerl and Kennard, 1970),
bridge regression (Frank and Friedman, 1993), LASSO (Tibshirani, 1996), SVM (Vapnik, 1998), SCAD (Fan and Li, 2001), group LASSO (Yuan and Lin, 2006) and elastic net (Zou and Hastie, 2005). For LASSO, Efron et al. (2004) exploited the fact that the coefficient profiles are piecewise linear, and proposed the LARS algorithm for computing the entire solution path for the linear regression models, which attains the same computational cost as ordinary least-square fit. Furthermore, to characterize the class of problems where piecewise linear solution path exists, Rosset and Zhu (2007) pointed out that the objective function has to be piecewise quadratic and the penalty has to be piecewise linear.

Friedman et al. (2007) utilized the cyclical coordinate descent methods as an alternative to produce the entire solution path without verifying the existence of piecewise linearity. And Friedman et al. (2010) extended this algorithm to the generalized linear models with elastic-net penalties. This algorithm solves the solutions along an entire path of values for the regularization parameters, while the current estimates are used as warm starts. The coordinate descent algorithm is proven to be efficient for high dimensional problems. To implement the coordinate descent algorithms, one only needs to iteratively solve a sequence of univariate problems (the coefficients except the current one are fixed) with ”partial residuals” as the response variable until convergence of all the estimates.

4.2.2 Difference convex programming

An and Tao (1997) studied the computation of global optima when an objective function $h(\omega)$ has a Differenced Convex (DC) representation: $h(\omega) = h_1(\omega) - h_2(\omega)$, where $h_1(\omega)$ and $h_2(\omega)$ are convex functions. Liu et al. (2005) developed computational tools of $\psi$-learning by first decomposing the non-convex objective function into difference of two convex functions, then applying the DC algorithm to solve the global optimization problem. Li and Yu (2009) utilized the DC algorithm and coordinate descent algorithms to solve the solution path for robust and sparse bridge regression. To implement the DC programming, one needs to construct a sequence of subproblems, which replacing $h_2(\omega)$ by its affine minorization function $h_2(\omega^0) + \langle \omega - \omega^0, \nabla h_2(\omega^0) \rangle$ and solve them iteratively,
where $\nabla h_2(\omega^{(0)})$ is the subgradient of $h_2(\omega)$ at $\omega^{(0)}$ with respect to $\omega$, and $< \cdot, \cdot >$ is the notation for inner product. Thus, after some calculation, given the solution for the $(i-1)$th subproblem, the $i$th subproblem solves

$$\omega^{(i)} = \arg \max_\omega h_1(\omega) - < \omega, \nabla h_2(\omega^{(i-1)}) >.$$ 

### 4.3 AUC-LASSO

For our problem, in order to decompose the objective function, we incorporate the order 1 one-sided indecisive function proposed in chapter 1 to approximate the empirical AUC function in (4.2), and the problem becomes

$$\hat{\beta}_\delta = \arg \max_\beta \frac{1}{mn} \sum_{i=1}^m \sum_{j=1}^n K_\delta(\beta^T Y_j > \beta^T X_i) + \rho \sum_{j=1}^p |\beta_j|, \quad (4.3)$$

where

$$K_\delta(s) = \left[ \frac{1}{2} + \frac{s}{\delta} - \text{sign}(s) \frac{s^2}{2\delta^2} \right] I(-\delta \leq s < \delta) + I(s \geq \delta),$$

and $\delta > 0$ is a regularization parameter, which can be selected by a cross-validation procedure as proposed in chapter 1. It can be shown that, $K_\delta(s)$ has the following DC representation:

$$K_\delta(s) = K^{(1)}_\delta(s) - K^{(2)}_\delta(s),$$

where

$$K^{(1)}_\delta(s) = \left( \frac{1}{2} + \frac{t}{\delta} + \frac{t^2}{2\delta^2} \right) I(t \geq -\delta),$$

and

$$K^{(2)}_\delta(s) = \frac{t^2}{\delta^2} I(0 \leq t < \delta) + \left( -\frac{1}{2} + \frac{t}{\delta} + \frac{t^2}{2\delta^2} \right) I(t \geq \delta).$$

Figure 4.1 shows the plot of $K^{(1)}_\delta(s)$, $K^{(2)}_\delta(s)$ and their difference $K_\delta(s)$. 
Therefore, the problem (4.3) can be decomposed into:

\[ \tilde{\beta}_\delta = \arg \max_{\beta} S_1(\beta) - S_2(\beta), \]  

where

\[ S_1(\beta) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} K_\delta^{(1)}(\beta^T Z_{ij}) + \rho \sum_{j=1}^{p} |\beta_j|, \]

\[ S_2(\beta) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} K_\delta^{(2)}(\beta^T Z_{ij}), \]

and \( Z_{ij} = Y_{ij} - X_{ij} \). Thus, to solve the problem (4.3) is equivalent to solve the DC problem (4.4).
With the aforementioned DC representation, the \( i \)th subproblem of DC algorithm in this problem is

\[
\beta^{(i)} = \arg \max_\beta S_1(\beta) - \langle \beta, \nabla S_2(\beta^{(i-1)}) \rangle,
\]

and the subgradient of \( S_2(\beta) \) with respect to \( \beta \) at \( \beta^{(0)} \) is

\[
\nabla S_2(\beta^{(0)}) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{2Z_{ij}Z_{ij}^T \beta}{\delta^2} I(0 \leq \beta^T Z_{ij} < \delta) \\
+ \left( \frac{Z_{ij}}{\delta} + \frac{Z_{ij} Z_{ij}^T \beta}{\delta^2} \right) I(\beta^T Z_{ij} \geq \delta).
\]

Thus, for a given \( \rho \), the algorithm can be implemented such that in each iteration of the DC programming, the coordinate descent algorithm is applied to solve (4.5), until the convergence of the estimate. Similar to Friedman et al. (2007), this algorithm can be repeatedly used to solve the solutions of (4.5) along an entire path of values for the regularization parameters, while the current estimates are used as warm starts.
Chapter 5

NUMERICAL STUDIES

5.1 Numerical studies for soft ROC curves

In this section, the proposed methods in Chapter 2 are examined through a Monte Carlo simulation study and a real example.

5.1.1 Simulation study

First, in order to examine the method of choosing $\delta$ with pre-specified softness $\alpha$, 500 datasets were generated from normal distributions with unit standard deviation and mean difference between two populations being $\mu_y - \mu_x = 1.5$. In each dataset, there were $n = 100$ diseased subjects and $m = 100$ non-diseased subjects, and $\hat{\delta}$ was calculated from (2.3) with $\alpha = 0.05, 0.1, \text{ or } 0.2$. Then, we compared the two square errors, $(\overline{AUC}_\delta - \overline{AUC}_0)^2$ and $(\overline{AUC}_0 - \overline{AUC}_0)^2$, where $\overline{AUC}_\delta$ is calculated from (2.2) with $\hat{\delta}$, $\overline{AUC}_0$ is the true AUC, and $\overline{AUC}_0$ is the hard-thresholding empirical estimate of $\overline{AUC}_0$. Figure 5.1 shows side-by-side box-plots of these two square errors, and we observe that $\overline{AUC}_\delta$ has smaller MSE than $\overline{AUC}_0$, especially for the choice of $\alpha = 0.2$.

Next, we investigate the performance of the CV procedure through two simulation studies. In the first study, data were generated from two normal distributions with unit standard deviation and means being one of the following cases: (i) $(\mu_y, \mu_x) = (1, 0)$, (ii) $(\mu_y, \mu_x) = (1.5, 0)$, (iii) $(\mu_y, \mu_x) = (2, 0)$, and (iv) $(\mu_y, \mu_x) = (2.5, 0)$. The sample sizes were taken as $m = n = 50$ or $m = n = 100$, and the split ratio was set as 2:1. In the second study, settings were the same except that the data were generated from two double exponential distributions. For each simulation study,
300 replications were performed to calculate the efficiency measure

\[
\frac{\text{AMSE}(\hat{\delta}^\text{cv})}{\text{AMSE}(0)},
\]

and the efficacy measure,

\[
\frac{\text{AMSE}(\hat{\delta}^\text{cv})}{\min_\delta \text{AMSE}(\delta)},
\]

where \(\delta^\text{cv}\) is the \(\delta\) chosen by the CV procedure. The simulation results so obtained are summarized in Table 5.1. These results show that all efficiencies are less than 1, while efficacies are all close to 1, which indicates the optimality of \(\hat{\delta}^\text{cv}\). From this table, we also observe that \(\hat{\delta}^\text{cv}\) is decreasing when the difference \(\mu_Y - \mu_X\) increases. In fact, when \(Y\) and \(X\) are well-distinguished, the indecisive interval vanishes.

### 5.1.2 Pancreatic cancer serum biomarkers example

The dataset comes from a case-control study at Mayo Clinic which included 90 patients with pancreatic cancer and 51 subjects with pancreatitis. These data were originally analyzed by Wieand et al. (1989). Two continuous positive scale serum biomarkers were available to diagnose a patient
with pancreatic cancer: CA-125, a cancer antigen, and CA-19-9, a carbohydrate antigen. We applied the CV method to select regularization parameters for CA-125 and CA-19-9, which turn out to be 0.04 and 0.115, respectively. The corresponding ROC and soft ROC curves are displayed in Figure 5.2 and Figure 5.3. From these figures, we observe that the AUC is considerably higher for CA-125.

5.2 Numerical studies for optimal combinations of diagnostic tests

In this section, the proposed methods in Chapter 3 are illustrated by some Monte Carlo simulation studies and applications to three real examples.

5.2.1 Simulation studies

First, we examine the performances of different methods, $\overline{\text{AUC}}(\hat{\beta})$, $\text{AUC}^{(\text{CV})}$, $\text{AUC}^{(\text{BT})}$, $\text{AUC}^{(632)}$, and $\text{AUC}^{(632+)}$ as estimates of the AUC associated $\hat{\beta}$, $\text{AUC}(\hat{\beta})$, under two groups of settings. Assume that in each simulated sample there are $m = 50$ non-diseased subjects and $n = 50$ diseased subjects, and there are $p = 2, 3$, or 4 diagnostic tests. Denote the means of testing outcomes in non-diseased and diseased, respectively, by $\mu_x$ and $\mu_y$. In the first group of settings, testing

### Table 5.1. Performance of CV

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$\mu_y, \mu_x$</th>
<th>$m = n = 50$</th>
<th>$\hat{\delta}^{\text{cv}}$</th>
<th>$m = n = 100$</th>
<th>$\hat{\delta}^{\text{cv}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>(1, 0)</td>
<td>0.9611</td>
<td>1.1599</td>
<td>0.9607</td>
<td>1.0792</td>
</tr>
<tr>
<td></td>
<td>(1.5, 0)</td>
<td>0.9792</td>
<td>1.1875</td>
<td>0.9703</td>
<td>1.0903</td>
</tr>
<tr>
<td></td>
<td>(2, 0)</td>
<td>0.9956</td>
<td>1.1224</td>
<td>0.9852</td>
<td>1.0453</td>
</tr>
<tr>
<td></td>
<td>(2.5, 0)</td>
<td>0.9956</td>
<td>1.0781</td>
<td>0.9472</td>
<td>1.0526</td>
</tr>
<tr>
<td>Double</td>
<td>(1, 0)</td>
<td>0.9601</td>
<td>1.1905</td>
<td>0.9597</td>
<td>1.1895</td>
</tr>
<tr>
<td>Exponential</td>
<td>(1.5, 0)</td>
<td>0.9743</td>
<td>1.1579</td>
<td>0.9571</td>
<td>1.1012</td>
</tr>
<tr>
<td></td>
<td>(2, 0)</td>
<td>0.9687</td>
<td>1.1761</td>
<td>0.9474</td>
<td>1.1080</td>
</tr>
<tr>
<td></td>
<td>(2.5, 0)</td>
<td>0.9895</td>
<td>1.1017</td>
<td>0.9768</td>
<td>1.1005</td>
</tr>
</tbody>
</table>
Figure 5.2. ROC curves for Pancreatic Cancer Serum Biomarkers Example: CA-125

outcomes are generated from two multivariate normal distributions with means being one of the following three cases: (i) \( p = 2, \mu_x = (0, 0)^T, \mu_y = (1, 1)^T \); (ii) \( p = 3, \mu_x = (0, 0, 0)^T, \mu_y = (1, 1, 0)^T \); or (iii) \( p = 4, \mu_x = (0, 0, 0, 0)^T, \mu_y = (1, 1, 0, 0)^T \). The variance of each testing outcome is set as \( \sigma^2 = 1 \) and the correlation between any two testing outcomes is set as \( \rho = 0.3 \). In the second group of settings, testing outcomes are generated from two multivariate exponential distributions with means being one of the following three cases: (i) \( p = 2, \mu_x = (1, 1)^T, \mu_y = (5, 5)^T \); (ii) \( p = 3, \mu_x = (1, 1, 1)^T, \mu_y = (5, 5, 1)^T \); (iii) \( p = 4, \mu_x = (1, 1, 1, 1)^T, \mu_y = (5, 5, 1, 1)^T \). To generate multivariate exponential random variables, we use the generator proposed by Marshall et al. (1967) and the correlation between any two testing outcomes is set as \( \rho = 0.3 \). For each setting, 500 repetitions are generated.
The above simulation results are summarized in Table 5.2. For each method, the average, the variance, and the mean square error over 500 repetitions are reported. We find that $\overline{\text{AUC}}(\hat{b})$ is always biased upward. Among those bias-adjusted estimates, $\text{AUC}^{(BT)}$, $\text{AUC}^{(632)}$, and $\text{AUC}^{(632+)}$ have relatively lower variance. However, $\text{AUC}^{(632)}$ and $\text{AUC}^{(632+)}$ are slightly biased upward. By contrast, $\text{AUC}^{(CV)}$ and $\text{AUC}^{(BT)}$ are almost unbiased. Although the $\text{AUC}^{(BT)}$ is of slightly lower variance, because of its computational intensity, we advocate that $\text{AUC}^{(CV)}$ is a good estimate of $\text{AUC}(\hat{b})$.

Secondly, we provide an example on how to choose the tuning parameter $\lambda$ in $\text{AUC}_\lambda^{(CV)}$. Assume that there are $m = 50$ non-diseased subjects and $n = 50$ diseased subjects, and $p = 6$ diagnostic tests generated from two multivariate normal distributions with means being $\mu_x = (0, 0, 0, 0, 0, 0)^T$. 

![ROC curves for Pancreatic Cancer Serum Biomarkers Example: CA-19-9](image)
Table 5.2. Different methods for estimating AUC(\(\hat{\beta}\))

<table>
<thead>
<tr>
<th>Setting</th>
<th>Method</th>
<th>Normal</th>
<th></th>
<th></th>
<th>Exponential</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AVE</td>
<td>VAR</td>
<td>MSE</td>
<td>AVE</td>
<td>VAR</td>
<td>MSE</td>
</tr>
<tr>
<td>p = 2</td>
<td>AUC((\hat{\beta}))</td>
<td>0.8059</td>
<td>–</td>
<td>–</td>
<td>0.9055</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8207</td>
<td>0.0025</td>
<td>0.0027</td>
<td>0.9224</td>
<td>0.0010</td>
<td>0.0013</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8095</td>
<td>0.0027</td>
<td>0.0027</td>
<td>0.9163</td>
<td>0.0010</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8131</td>
<td>0.0025</td>
<td>0.0025</td>
<td>0.9158</td>
<td>0.0010</td>
<td>0.0011</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8159</td>
<td>0.0025</td>
<td>0.0026</td>
<td>0.9182</td>
<td>0.0010</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8159</td>
<td>0.0025</td>
<td>0.0026</td>
<td>0.9182</td>
<td>0.0010</td>
<td>0.0012</td>
</tr>
<tr>
<td>p = 3</td>
<td>AUC((\hat{\beta}))</td>
<td>0.8034</td>
<td>–</td>
<td>–</td>
<td>0.8987</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8249</td>
<td>0.0026</td>
<td>0.0042</td>
<td>0.9276</td>
<td>0.0015</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8028</td>
<td>0.0029</td>
<td>0.0033</td>
<td>0.9127</td>
<td>0.0018</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8082</td>
<td>0.0027</td>
<td>0.0033</td>
<td>0.9135</td>
<td>0.0017</td>
<td>0.0020</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8143</td>
<td>0.0026</td>
<td>0.0036</td>
<td>0.9187</td>
<td>0.0016</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8141</td>
<td>0.0026</td>
<td>0.0036</td>
<td>0.9186</td>
<td>0.0016</td>
<td>0.0021</td>
</tr>
<tr>
<td>p = 4</td>
<td>AUC((\hat{\beta}))</td>
<td>0.8021</td>
<td>–</td>
<td>–</td>
<td>0.8968</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8249</td>
<td>0.0027</td>
<td>0.0045</td>
<td>0.9293</td>
<td>0.0011</td>
<td>0.0022</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8019</td>
<td>0.0027</td>
<td>0.0029</td>
<td>0.9044</td>
<td>0.0016</td>
<td>0.0016</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8059</td>
<td>0.0025</td>
<td>0.0030</td>
<td>0.9079</td>
<td>0.0012</td>
<td>0.0013</td>
</tr>
<tr>
<td></td>
<td>AUC((\beta))</td>
<td>0.8129</td>
<td>0.0025</td>
<td>0.0035</td>
<td>0.9158</td>
<td>0.0011</td>
<td>0.0015</td>
</tr>
<tr>
<td></td>
<td>AUC((\hat{\beta}))</td>
<td>0.8127</td>
<td>0.0025</td>
<td>0.0035</td>
<td>0.9155</td>
<td>0.0011</td>
<td>0.0015</td>
</tr>
</tbody>
</table>
and \( \mu_y = (1.5, 1.5, 1.5, 0, 0, 0)^T \). The variance of each testing outcome is set as \( \sigma^2 = 1 \) and the correlation between any two outcomes is set as \( \rho = 0.3 \). To obtain \( \hat{\beta}_\lambda \) and \( \hat{\beta}^{(i,j)}_\lambda \) we apply the Lagrange multipliers and Quasi-Newton method. Figure 5.4 shows the plot of \( \text{AUC}^{(\text{CV})}_\lambda \) against the choice of \( \lambda \). As \( \lambda \) increases, the curve increases, achieves its peak around \( \lambda = 8 \), and then follows a slow turn down. We examine many other settings; because the results are similar, they are not reported here.

![Figure 5.4. Plot of AUC\(^{(\text{CV})}_\lambda\) versus \( \lambda \)](image)

Thirdly, we investigate the performances of \( \text{AUC}^{(\text{CV})}_\lambda \) and \( \text{AUC}^{(\text{ACV})}_\lambda \) as objective functions for variable selection. We consider the same example in the previous paragraph and generate 500 repetitions. We use \( \lambda = 8 \) and consider their performances at the following eight subsets: \( S_1 = \{1, 2, 4, 5, 6\} \), \( S_2 = \{1, 2, 4, 5\} \), \( S_3 = \{1, 2, 4\} \), \( S_4 = \{1, 2\} \), \( S_5 = \{1, 2, 3\} \), \( S_6 = \{1, 2, 3, 4\} \), \( S_7 = \{1, 2, 3, 4, 5\} \), and \( S_8 = \{1, 2, 3, 4, 5, 6\} \). In particular, \( S_5 = \{1, 2, 3\} \) is the true best subset, the one including only those important tests. The results are summarized in Figure 5.5. We find
that $\text{AUC}_{\lambda}^{(\text{CV})}$ and $\text{AUC}_{\lambda}^{(\text{ACV})}$ are very close to each other, and both of them achieve their maximum at the true best subset $S_5$. Therefore, both methods can be used as variable selection criteria. However, the apparent estimate by re-substitution, $\overline{\text{AUC}}(\hat{\beta}_\lambda)$, always increases when more tests are included, and therefore it cannot be used as a variable selection criterion.

Let us further examine the performances of $\text{AUC}_{\lambda}^{(\text{CV})}$ and $\text{AUC}_{\lambda}^{(\text{ACV})}$ as variable selection criteria to select the true best subset, we consider the same example in the previous paragraph and generate 500 repetitions. The selected subsets are divided into the following four categories: (i) selecting correctly the best subset $S_5$; (ii) missing at least one important test in $S_5$; (iii) including only one redundant test; (iv) including two or three more redundant tests. The simulation results show that: based on $\text{AUC}_{\lambda}^{(\text{CV})}$, about 53.6% of all the times the variable selection procedure selects the true best subset $S_5$, about 17.6% selects one subset in category (ii), about 12.4% select one
subset in category (iii), and about 16.4% select one subset in category (iv); based on $AUC_{\lambda}^{(ACV)}$, about 42.6% of all the times the variable selection procedure selects the true best subset $S_5$, about 15.8% selects one subset in category (ii), about 13.5% select one subset in category (iii), and about 28.1% select one subset in category (iv). Therefore, we find that the two criteria are similar to each other, although $AUC_{\lambda}^{(ACV)}$ is slightly more conservative.

5.2.2 Pancreatic cancer serum biomarkers example

We revisit the pancreatic cancer serum biomarkers example in section 5.1.2. Recall that two continuous positive scale serum biomarkers were available to diagnose a patient with pancreatic cancer: CA-125 ($V_1$), a cancer antigen, and CA-19-9 ($V_2$), a carbohydrate antigen. In this example, we also included their interaction and the quadratic terms. We search all the possible subsets to find the subset with the largest AUC. Table 5.3 shows this selection procedure, where each row shows the results for the subset that has the largest $AUC_{\lambda}^{(ACV)}$ values among those subsets of equal size. For each subset, $AUC(\hat{\beta})$ and $AUC_{\lambda}^{(ACV)}$ are shown along with the linear combination coefficient vector $\hat{\beta}$. It shows that, the selected “best” subset includes CA-125, CA-19-9, CA-19-9 square, and the interaction.

We also compare this result with the ones from the Logistic-LASSO and the sLDA. Here (and in the following two real examples) the Logistic-LASSO applies the $C_p$ criterion and the sLDA
applies the BIC criterion to select the tuning parameter. When they are applied to this dataset, both procedures result in selecting the full set as the “best” subset, which includes both biomarkers as well as their interaction and the quadratic terms. The estimated coefficients from the Logistic-LASSO are 0.7900, 0.5922, -0.1043, -0.0579 and -0.1044; while from the sLDA are 0.8854, 0.4406, -0.1007, -0.0322 and -0.1036. However, as discussed in Section 3.4.1, they cannot provide the estimate of $\text{AUC}(\hat{\beta})$ at the same time.

5.2.3 Wisconsin breast cancer study

The dataset comes from the Wisconsin Breast Cancer Study which included 375 patients with benign breast cancer and 212 patients with malignant breast cancer and was originally analyzed by Wolberg et al. (1995). There were 30 features served as diagnostic tests computed from a digitized image of a fine needle aspirate of the subject’s breast mass. The dataset is available at http://archive.ics.uci.edu/ml/datasets.html.

Since there were 30 tests in this example, instead of searching all the possible subsets, we used the backward elimination procedure. We started with the full set, eliminated one variable each time, and kept the subset with the largest $\text{AUC}^{(ACV)}_\lambda$. Repeating this until there was only one test included. Figure 5.6 shows the plot of $\text{AUC}^{(ACV)}_\lambda$ versus the subset size through the backward elimination procedure. The curve shows that the $\text{AUC}^{(ACV)}_\lambda$ increases as the subset size increases, then slowly decreases. Applying the one-standard-error rule (Hastie et al., 2009, p.244), we might choose the most parsimonious model within one standard error away the subset of the largest $\text{AUC}^{(ACV)}_\lambda$, that is the subset including tests 7, 11, 12, 20, 22, 24, 28, and 30, with corresponding $\text{AUC}^{(ACV)}_\lambda = 0.9920$. The ad-hoc one-standard-error rule is arguable, but sometimes it is used together with cross-validation procedures (Hastie et al., 2009, p.244) because they are conservative. Without the one-standard-error correction, our methods select a subset of 16 tests.
Example 5.2.3 – Wisconsin Breast Cancer Study

Figure 5.6. Plot of AUC\(_{\lambda}^{(ACV)}\) versus the subset size

The Logistic-LASSO selects the “best” subset including tests 1, 2, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 17, 18, 19, 20, 21, 22, 24, 25, 27, 28, 29, and 30. While the sLDA selects the “best” subset including tests 1, 2, 3, 8, 11, 21, 22, 23, 25, 27, 28, and 29.

5.2.4 Pima Indians diabetes study

The dataset comes from the Pima Indians Diabetes Study which included 268 patients with signs of diabetes and 500 patients without signs of diabetes and was originally analyzed by Smith et al. (1988). There were eight features: Number of times pregnant \((V_1)\), Plasma glucose concentration \((V_2)\), Diastolic blood pressure \((V_3)\), Triceps skin fold thickness \((V_4)\), 2-Hour serum insulin \((V_5)\), Body
mass index ($V_6$), Diabetes pedigree function ($V_7$), and age ($V_8$). This dataset is also available at http://archive.ics.uci.edu/ml/datasets.html.

The results are shown in Table 5.4, where each row shows the results for the subset that has the largest $\text{AUC}_{\alpha}^{(ACV)}$ values among those subsets of equal size. For each subset, $\text{AUC}(\hat{\beta})$ and $\text{AUC}_{\alpha}^{(ACV)}$ are shown along with the linear combination coefficient vector $\hat{\beta}$. It shows that the subset with the largest $\text{AUC}_{\alpha}^{(ACV)}$ is the one including $V_1$, $V_2$, $V_3$, $V_6$, $V_7$ and $V_8$.

The logistic-LASSO selects the “best” subset including $V_1$, $V_2$, $V_3$, $V_5$, $V_6$, $V_7$, and $V_8$, with the estimated coefficients being 0.2831, 0.7693, -0.1694, -0.0860, 0.4828, 0.2118 and 0.1180. The sLDA selects the same “best” subset, with the coefficients being 0.2909, 0.7886, -0.1629, -0.0457, 0.4425, 0.2102, and 0.1578.
Many authors have considered using the sigmoid function to approximate the indicator function when calculating the AUC, but without clear reasoning. In the first topic, by introducing soft ROC curves, we have provided a connection between the approximation to ROC curve and the approximation to the corresponding AUC. This explains in some way as to why we can use some function to approximate the indicator function while calculating the AUC.

The selection of the regularization parameter in a soft ROC curve is a critical issue. The application of the proposed cross-validation procedure is straightforward. Since the cross-validation is one of the most popular methods for model selection, we have examined it in the present context, by means of Monte Carlo simulation studies and a real example, and shown that it performs well. However, the consistency of the proposed cross-validation procedure remains as an open problem.

The second topic is relatively old, which considers the optimal linear combination of diagnostic tests in terms of maximizing the AUC. However, it raises two new issues. One is that we re-investigate the properties of the estimated linear combination coefficients without the GLM assumption, which is usually made in the literature. The other is that several estimates are proposed for estimating the AUC associated with the estimated combination coefficients. Here the AUC associated with the estimated combination coefficients is important, because it is the counterpart of the prediction error in linear regression models and thus it can serve as a variable selection criterion to select important diagnostic tests from many available ones.

For the later issue, we most advocate the cross-validation procedure, which works very well both as an estimate for the AUC associated with the estimated coefficients and as a variable selection criterion.
In the last topic, we work on the AUC-LASSO problem, which is challenging due to the fact that the objective function is not convex. The proposed algorithm utilizes the soft ROC curves as an approximation to the empirical objective function, and two state-of-the-art optimization algorithms: DC programming and coordinate descent as the optimization tools. As presented in section 4.3, we are still working on the last step of the proposed algorithm: use coordinate descent to iteratively solve the subproblem (4.5). Furthermore, the approximated objective function in (4.3) is piecewise quadratic, thus the problem (4.3) has a piecewise linear solution path. As discussed in section 4.2.1, with such a good property, another efficient algorithm similar to LARS can also be developed.
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Appendix A

SOME PROOF AND CALCULATIONS FOR CHAPTER 2

A.1 Proof of Theorem 2.1

Let $S_D = E\{I_\delta(Y - c)\}$ and $S_D = E\{I_\delta(X - c)\}$. From (2.1), $R_\delta(t) = S_D(S_D^-(t))$, $t \in (0, 1)$. Thus,

\[ AUC_\delta = \int_0^1 S_D(S_D^-(t))dt = \int_{-\infty}^{\infty} S_D(c)dS_D(c) = E\int_{-\infty}^{\infty} I_\delta(Y - c)dE\{I_\delta(X - c)\} = E\int_{-\infty}^{\infty} I_\delta(Y - c)\hat{I}_\delta(X - c)dc = E\{K_\delta(Y - X)\}, \]

which completes the proof.

A.2 Calculation for order 0 two-sided indecisive function

In this case, $\hat{I}_\delta(t - c) = \frac{1}{2}1\{t - c = -\delta\} + \frac{1}{2}1\{t - c = \delta\}$. So, we have

\[ K_\delta(Y - X) = \int_{-\infty}^{\infty} I_\delta(Y - c)\hat{I}_\delta(X - c)dc = \int_{-\infty}^{\infty} \left(\frac{1}{2}1\{Y - \delta < c < Y + \delta\} + 1\{c \leq Y - \delta\}\right)\hat{I}_\delta(X - c)dc = \frac{1}{4}1\{-2\delta \leq Y - X < 0\} + \frac{3}{4}1\{0 \leq Y - X < 2\delta\} + 1\{Y - X \geq 2\delta\}. \]
A.3 Calculation for order 1 two-sided indecisive function

In this case, \( \dot{I}_\delta(t-c) = \frac{1}{2\delta} \mathbb{1}\{-\delta \leq t-c < \delta\} \). So, we have

\[
K_\delta(Y-X) = \int_{-\infty}^{\infty} I_\delta(Y-c) \dot{I}_\delta(X-c)dc
\]

\[
= \int_{-\infty}^{\infty} \left[ \frac{1}{4\delta} + \frac{1}{4\delta^2}(Y-c) \right] \mathbb{1}\{Y-\delta < c \leq Y + \delta\} \mathbb{1}\{X-\delta < c \leq X + \delta\} dc
\]

\[
+ \frac{1}{2\delta} \mathbb{1}\{c \leq Y-\delta\} \mathbb{1}\{X-\delta < c \leq X + \delta\} dc
\]

\[
= 0 \cdot \mathbb{1}\{Y-X < -2\delta\} + \mathbb{1}\{Y-X \geq 2\delta\}
\]

\[
+ \left\{ \int_{X-\delta}^{Y-\delta} \frac{1}{2\delta} dc + \int_{Y-\delta}^{X+\delta} \left[ \frac{1}{4\delta} + \frac{1}{4\delta^2}(Y-c) \right] dc \right\} \mathbb{1}\{0 \leq Y-X < 2\delta\}
\]

\[
+ \left\{ \int_{X-\delta}^{X+\delta} \left[ \frac{1}{4\delta} + \frac{1}{4\delta^2}(Y-c) \right] dc \right\} \mathbb{1}\{-2\delta \leq Y-X < 0\}
\]

\[
= \left[ \frac{1}{2} + \frac{5(Y-X)}{4\delta} - \text{sign}(Y-X) \frac{(Y-X)^2}{2\delta^2} \right] \mathbb{1}\{-2\delta \leq Y-X < 2\delta\}
\]

\[
+ \mathbb{1}\{Y-X \geq 2\delta\}.
\]

A.4 Calculation for order \( \infty \) two-sided (Sigmoid) indecisive function

In this case, \( \dot{I}_\delta(t-c) = \delta I_\delta(t-c)[1 - I_\delta(t-c)] \). So, we have

\[
K_\delta(Y-X) = \int_{-\infty}^{\infty} I_\delta(Y-c) \dot{I}_\delta(X-c)dc
\]

\[
= \int_{-\infty}^{\infty} \frac{\delta e^{-\delta(X-c)}}{[1 + e^{-\delta(Y-c)}][1 + e^{-\delta(X-c)}]} dc
\]

\[
= -e^{\delta(Y-X)} \left[ \frac{1}{1 - e^{\delta(Y-X)}} + \frac{1}{(1 - e^{\delta(Y-X)})^2} \right] \mathbb{1}\{Y-X\}.
\]
A.5 Calculation for order 0 one-sided indecisive function

In this case, $I(t - c) = \frac{1}{2}1\{t - c = 0\} + \frac{1}{2}1\{t - c = \delta\}$. So, we have

$$K_\delta(Y - X) = \int_{-\infty}^{\infty} I_\delta(Y - c) I_\delta(X - c) dc$$

$$= \int_{-\infty}^{\infty} \left( \frac{1}{2}1\{Y - \delta < c < Y\} + 1\{c \leq Y - \delta\} \right) I_\delta(X - c) dc$$

$$= \frac{1}{4}1\{-\delta \leq Y - X < 0\} + \frac{3}{4}1\{0 \leq Y - X \leq \delta\} + 1\{Y - X \geq \delta\}.$$ 

A.6 Calculation for order 1 one-sided indecisive function

In this case, $I_\delta(t - c) = \frac{1}{\delta}1\{0 \leq t - c < \delta\}$. So, we have

$$K_\delta(Y - X) = \int_{-\infty}^{\infty} I_\delta(Y - c) I_\delta(X - c) dc$$

$$= \int_{-\infty}^{\infty} \left[ \frac{1}{\delta^2}(Y - c)1\{Y - \delta < c \leq Y\}1\{X - \delta < c \leq X\} + \frac{1}{\delta}1\{c \leq Y - \delta\}1\{X - \delta < c \leq X\} \right] dc$$

$$= 0 \cdot 1\{Y - X < -\delta\} + 1\{Y - X \geq \delta\}$$

$$+ \left[ \int_{X-\delta}^{Y-\delta} \frac{1}{\delta} dc + \int_{Y-\delta}^{X} \frac{1}{\delta^2} (Y - c) dc \right] 1\{0 \leq Y - X < \delta\}$$

$$+ \left[ \int_{X-\delta}^{Y} \frac{1}{\delta^2} (Y - c) dc \right] 1\{-\delta \leq Y - X < 0\}$$

$$= \left[ \frac{1}{2} + \frac{(Y - X)}{\delta} - \text{sign}(Y - X) \frac{(Y - X)^2}{2\delta^2} \right] 1\{-\delta \leq Y - X < \delta\} + 1\{Y - X \geq \delta\}.$$
Appendix B

PROOFS FOR CHAPTER 3

B.1 Investigation of the GLM assumption

Under the GLM assumption (3.1),

\[
\frac{G(T)}{F(T)} = \frac{P(T|D = 1)}{P(T|D = 0)} = \frac{P(D = 1|T) P(D = 0)}{P(D = 0|T) P(D = 1)} = \frac{h(\beta_0^T T)}{1 - h(\beta_0^T T)} \cdot C,
\]

where \(C\) is a constant. It can be easily shown that, assuming that \(X\) and \(Y\) follow multivariate normal distributions with different covariance matrices, the above equality cannot hold.

B.2 The proof of Proposition 3.1

First, we show that, for random variables \(Z_1\) and \(Z_2\) of marginal densities \(f_{Z_1}\) and \(f_{Z_2}\) respectively, the following equality holds:

\[
\left. \frac{\partial P(Z_1 > -Z_2 \beta)}{\partial \beta} \right|_{\beta = 0} = E(Z_2|Z_1 = 0) \cdot f_{Z_1}(Z_1 = 0). \tag{B.1}
\]

In fact, from

\[
P(Z_1 > -Z_2 \beta) = \\
\int_{-\infty}^{\infty} \int_{-z_2 \beta}^{\infty} f_{Z_1|Z_2}(z_1|Z_2 = z_2) f_{Z_2}(Z_2 = z_2) dz_1 dz_2,
\]
we have

\[
\frac{\partial P(Z_1 > -Z_2 \beta)}{\partial \beta} \bigg|_{\beta=0}
\]

\[= \int_{-\infty}^{\infty} z_2 f_{Z_1|Z_2}(Z_1 = 0|Z_2 = z_2) f_{Z_2}(Z_2 = z_2) dz_2
\]

\[= \int_{-\infty}^{\infty} z_2 f(Z_1 = 0, Z_2 = z_2) dz_2
\]

\[= \int_{-\infty}^{\infty} z_2 f_{Z_2|Z_1=0}(Z_2 = z_2|Z_1 = 0) f_{Z_1}(Z_1 = 0) dz_2
\]

\[= E(Z_2|Z_1 = 0) \cdot f_{Z_1}(Z_1 = 0).
\]

Then, for \( p \)-dim random vector \( \mathbf{Z} \), assume that there are \( \beta^{(1)} \neq \beta^{(2)} \in \mathbb{B} \) such that

\[P(\beta^{(1)T}\mathbf{Z} > 0) = P(\beta^{(2)T}\mathbf{Z} > 0) = \max_{\beta \in \mathbb{B}} P(\beta^T \mathbf{Z} > 0).
\]

Let \( \omega^{(1)} = \beta^{(1)T}\mathbf{Z} \) and \( \omega^{(2)} = \beta^{(2)T}\mathbf{Z} \). Noting that \( P(\omega^{(1)} > 0) = \max_{\beta \in \mathbb{B}} P(\beta^T \mathbf{Z} > 0) = \max_{\gamma \in \mathbb{R}} P(\{\omega^{(1)} + \gamma \omega^{(2)}\} > 0) = \max_{\gamma \in \mathbb{R}} P(\omega^{(1)} + \gamma \omega^{(2)} > 0) \), we have

\[
\frac{\partial P(\omega^{(1)} + \gamma \omega^{(2)} > 0)}{\partial \gamma} \bigg|_{\gamma=0} = 0.
\]

Similarly, we have

\[
\frac{\partial P(\omega^{(2)} + \gamma \omega^{(1)} > 0)}{\partial \gamma} \bigg|_{\gamma=0} = 0.
\]

Therefore, from (B.1), we have \( E(\omega^{(2)}|\omega^{(1)} = 0) = 0 \) and \( E(\omega^{(1)}|\omega^{(2)} = 0) = 0 \). This is a contradiction to the assumption made in the proposition. Hence, \( \beta^{(1)} = \beta^{(2)} \), and then the maximization solution is unique.
B.3 The proof of Proposition 3.2

Let \( S_{mn}(\beta) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} I(\beta^T Y_j > \beta^T X_i) \). By the arguments in Han (1987), we have

\[
S_{mn}(\beta) \xrightarrow{a.s.} \text{AUC}(\beta), \quad \text{uniformly in } \beta \in B,
\]

where \( B = \{ \beta : ||\beta|| = 1 \} \). AUC(\( \beta \)) is continuous in \( \beta \in B \) and obtains the unique maximum at \( \beta_0 \). Let \( B_0 \) be an open set in \( \mathbb{R}^p \) such that \( \beta_0 \in B_0 \). Then \( B_1 = B - (B_0 \cap B) \) is compact and there exists \( \xi = \text{AUC}(\beta_0) - \min_{\beta \in (B_1)} \text{AUC}(\beta) > 0 \). Note that from the uniformly convergent argument, there exist \( m_1 \) and \( n_1 \) such that for all \( m > m_1 \) and \( n > n_1 \),

\[
|S_{mn}(\beta) - \text{AUC}(\beta)| < \frac{\xi}{2}, \quad \text{uniformly in } \beta \in B.
\]

This implies that \( \hat{\beta} \in B_0 \) for all \( m > m_1 \) and \( n > n_1 \). Then \( \hat{\beta} \xrightarrow{a.s.} \beta_0 \).

B.4 The derivation of the approximated cross-validation

Let \( Q(\beta) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} g(\beta^T Z_{ij}) \). For any \( i \) and \( j \),

\[
Q'((\hat{\beta}_\lambda)^{(-ij)}) - \frac{1}{mn} \sum_{j_{0}=1}^{n} Z_{i_{0}j} \hat{g}_\lambda((\hat{\beta}_\lambda)^{(-ij)T} Z_{i_{0}j})
+ \sum_{i_{0}=1}^{m} Z_{i_{0}j} \hat{g}_\lambda((\hat{\beta}_\lambda)^{(-ij)T} Z_{i_{0}j}) - Z_{ij} \hat{g}_\lambda((\hat{\beta}_\lambda)^{(-ij)T} Z_{ij})] = 0.
\]

By Taylor’s expansion, \( \overline{\text{AUC}}(\text{CV})_\lambda \) can be expressed as

\[
Q(\hat{\beta}_\lambda) + \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda)^T Z_{ij} \hat{g}_\lambda(\hat{\beta}_\lambda)
+ a_{ij}(\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda)^T Z_{ij}),
\]
and

\[ Q'(\hat{\beta}_\lambda^{(-ij)}) = Q''(\hat{\beta}_\lambda + b_{ij}(\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda))(\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda), \]

where \(|a_{ij}| \leq 1 \) and \(|b_{ij}| \leq 1\), noting \(Q'(\hat{\beta}_\lambda) = 0\). Therefore, \(\text{AUC}^{(CV)}_\lambda\) can be expressed as

\[
\frac{1}{m^2n^2} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( \sum_{i_0=1}^{n} \hat{g}_\lambda(\hat{\beta}_\lambda^{(-ij)}^T \mathbf{Z}_{i_0j}) \mathbf{Z}_{i_0j}^T \right) \\
+ \sum_{i_0=1}^{m} \hat{g}_\lambda(\hat{\beta}_\lambda^{(-ij)}^T \mathbf{Z}_{i_0j}) \mathbf{Z}_{i_0j}^T - \hat{g}_\lambda(\hat{\beta}_\lambda^{(-ij)}^T \mathbf{Z}_{ij}) \mathbf{Z}_{ij}^T \\
Q''^{-1}(\hat{\beta}_\lambda + b_{ij}(\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda)) \mathbf{Z}_{ij} \hat{g}_\lambda(\hat{\beta}_\lambda) \\
+ a_{ij}(\hat{\beta}_\lambda^{(-ij)} - \hat{\beta}_\lambda)^T \mathbf{Z}_{ij}) + Q(\hat{\beta}_\lambda).
\]

Together with \(\hat{\beta}_\lambda \xrightarrow{P} \beta_{0,\lambda}\) and \(\hat{\beta}_\lambda^{(-ij)} \xrightarrow{P} \beta_{0,\lambda}\), where \(\beta_{0,\lambda} = \arg\min E g_\lambda(\beta^T \mathbf{Z})\), the \(\text{AUC}^{(ACV)}_\lambda\) is derived.