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It is difficult to ascertain visually, but it does appear that there are more predatory violent crime 

events at or near areas designated as high risk. However, many events still occur outside of 

these areas.  

To examine this issue further, logistic regression analyses were conducted for each risk 

terrain model and each subsequent year of predatory violent crime data. These models use a 

dichotomous value for risk level as the independent variable and a dichotomous value for 

presence or absence of predatory violent crime as the dependent variable. High-risk maps are 

used instead of the full risk map as police and community agencies are more likely to allocate 

additional resources only to those areas at highest risk. The logistic regression model allows for 

the interpretation of the likelihood of a predatory violent crime occurring based on being in an 

area identified as high risk. 

To conduct this and subsequent analyses, the high-risk maps (Figure 4.2) for each year 

were spatially joined to a grid with cells with side length equal to 338’x338’ to correspond to 

the raster cell size. Thus, each cell is assigned a value of 1 if in a high-risk area or 0 if not in a 

high-risk area. This was completed for each year from 2010 through 2014. The predatory 

violent crime data for each year is then spatially joined to this file. The predatory violent crime 

variables for each year, which appear in this file as a count variable, are then dichotomized to 

indicate the presence (1) or absence (0) of predatory violent crime. This was completed for 

each year from 2011 through 2015. The results of this analysis are summarized in Table 4.6. 
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Table 4.7 – Logistic Regression Analysis for High-Risk RTM Models 
  

 

Predatory Violent Crime 

2011 2012 2013 2014 2015 

H
ig

h
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TM
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2010 

b(SE) 
2.412 
(.070) 

2.155 
(.069) 

2.192 
(.070) 

2.133 
(.071) 

2.097 
(.066) 

OR 
11.15

9 
8.631 8.957 8.44 8.138 

Nage. 0.116 0.088 0.092 0.085 0.084 

2011 

b(SE)  2.185 
(.068) 

2.251 
(.068) 

2.190 
(.069) 

2.002 
(.065) 

OR  8.891 9.495 8.939 7.407 

Nage.  0.096 0.104 0.096 0.079 

2012 

b(SE)   2.183 
(.070) 

2.070 
(.072) 

2.004 
(.067) 

OR   8.87 7.925 7.418 

Nage.   0.089 0.077 0.073 

2013 

b(SE)    2.179 
(.070) 

2.058 
(.066) 

OR    8.84 7.829 

Nage.    0.092 0.082 

2014 

b(SE)     2.197 
(.064) 

OR     9.002 

Nage.     0.1 

Note: All models were significant (p < .001) 
 
b = log-odds 
SE = standard error 
OR = odds ratio 
Nage. = Nagelkerke r2 

 
 In each logistic regression performed in this phase of the analysis, the identification of 

an area as high risk was significantly associated with the presence of predatory violent crime in 

subsequent years. High-risk areas had between seven and twelve times higher odds of 

experiencing a predatory violent crime in subsequent years than areas identified as not high 

risk. This suggests that the high-risk RTM models constructed in this study were successful in 

identifying places at a higher risk of predatory violent crime. Based on these findings, it is 
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reasonable that police or community agencies should allocate more resources to these high-risk 

areas.  

  Examining changes in the odds ratios over time, it appears that the predictive 

capabilities of the RTM models are diminished over time. Note that, with one exception, the 

odds ratio generally decreases over time. This suggests that these high-risk RTM models are 

better at predicting risk of predatory violent crime in the year(s) immediately following, but are 

less effective as time goes on. This finding suggests that RTM models may be better for short-

term planning than long-term planning. This is not unexpected as social conditions may change 

and police interventions may occur between the time of the RTM model development and the 

time of the crime data comparison that are not controlled in the logistic regression.  

However, it is important to remember that the odds ratios do remain high and somewhat 

similar over time. This suggests that while there may be some fall-off in the value of the models 

over time, they do remain a potentially useful tool for long-term planning.  

 It is also important to consider how well the models identify variation in the predatory 

violent crime outcomes. RTM methodology suggests the use of Nagekerke’s r2 for this purpose. 

Nagelkerke’s r2 is a pseudo r2 statistic that attempts to represent the explained variance in a 

logistic regression model. Caplan, Kennedy, & Piza (2012) utilize this value for logistic regression 

in the same manner as would be used in an OLS regression. Future research into RTM models 

should certainly consider better measures of rare event model calibration and model fit to 

better understand how well the model performs. 

 While this method has some limitations, the use of Nagelkerke’s r2 values as identified 

by Caplan, Kennedy, and Piza (2012) can provide insight into these high-risk RTM models. Note 
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that the Nagelkerke’s r2 values range from 0.073 to 0.116. This suggests that the high-risk RTM 

models explain between 7.3 and 11.6 percent of the variance in the presence of predatory 

violent crime. This is a relatively low value that indicates that the RTM models are not 

particularly effective at explaining where crime occurs. The overwhelming majority of variation 

is explained by factors not considered in these models. Because predatory violent crimes are 

rare, localized events (4.4 to 5.4 percent of cells across years) while risk factors are more stable 

and span larger geographic areas, this finding is not unexpected. However, further research 

would certainly be valuable to identify better risk factors and measures to improve the 

explanatory value of these models.  

Model Discrimination. 

 As detailed in Chapter III, model discrimination provides a means to assess how well the 

predictive model “diagnoses” crime. If police are intended to concentrate resources in those 

areas identified as high risk, it is important to identify how accurate these predictions are. The 

present study utilizes receiver operating characteristics (ROC) curves and assessment of the 

area under the curve (AUC) to assess model discrimination. The results of this analysis are 

presented in Table 4.7. 
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Table 4.8 – AUC Values for RTM High-Risk Models 
 

  
  
  
  

Predatory Violent Crime 

2011 2012 2013 2014 2015 

H
ig

h
-R

is
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R
TM

 
M
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2010 0.563 0.557 0.558 0.553 0.561 

2011   0.555 0.557 0.552 0.554 

2012     0.557 0.55 0.556 

2013       0.553 0.557 

2014         0.661 

 
Table 4.7 displays the AUC values for each RTM model compared to the presence (1) or absence 

(0) of predatory violent crime in the subsequent years. The AUC values range from 0.550 to 

0.661. AUC values generally range between 0.5, meaning that predictions are not better at 

identifying the outcome measure than random chance, and 1, meaning that the predictors 

perfect identify occurrence of an event. The results of this analysis can be interpreted to mean 

that the high-risk RTM models are between 10 and 32 percent better at predicting predatory 

violent crime than random chance. These values are similar across all years of the study and 

appear to remain stable over time.  

 This is an adverse finding for the applicability of RTM as a tool for resource allocation to 

address predatory violent crime. These findings suggest that the high-risk RTM models are not 

particularly useful in diagnosing where violent crime will occur. This is consistent with the 

relatively low Nagelkerke’s r2 values identified in the previous section. These findings are likely 

the result of the substantial proportion of predatory violent crimes that occurred outside of the 

identified high-risk areas. Based on these results, the current RTM models would need to be 

drastically improved to be useful for resource allocation. Alternatively, a broader definition of 
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high risk could be considered such as risk values of one standard deviation above the mean. 

However, this would result in larger geographic areas for resource allocation. These issues will 

be discussed further in the final chapter. 

Summary. 

In sum, it appears that the risk of predatory violent crime is substantially and 

significantly higher in areas identified as high risk, but that the models are not particularly 

accurate in identifying all areas where crime is likely to occur. This suggests that certain places 

do have a higher risk of crime, but that the variables used in the current risk terrain models or 

the methods used to generate them frequently misclassify places as high risk or not high risk.  
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Chapter V – Conclusions 

 The present study sought to develop comprehensive RTM models based on RTM 

methodology and to evaluate those models as a potential tool for application in crime 

prediction and prevention. Successful implementation of RTM methodology could prove to be 

an important tool for police resource allocation and addressing embedded risk factors that 

underlie major crime problems. RTM is a nascent technique, and as evidenced from its limited 

body of research and the findings from the present study, additional development is needed. 

With its proactive and prosocial focus, RTM remains an innovative and promising approach for 

the future of policing. However, several challenges and limitations need to be addressed prior 

to practical implementation. The following sections summarize key findings from the present 

study as well as limitations, identify several directions for future research, and discuss potential 

implications for policy and practice.  

Summary and Discussion of Findings. 

  The following subsections identify and discuss key findings from the present study. 

Specifically, this section addresses each stage of the RTM process including aspects of variable 

selection, RTM model development, identification of high-risk areas, and model variance and 

discrimination.  

Variable selection. This study considered 24 potential risk factors for predatory violent 

crime with the aim of generating a comprehensive RTM model. Measures were included for 

physical and social disorder, criminal elements, risky places, socioeconomic conditions and 

areas economic health. Upon examination of bivariate correlations, the majority of the risk 

factors identified were significantly and positively correlated with predatory violent crime. 
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These relationships were relatively weak, but the significant correlations made them applicable 

to the RTM model.  

Physical and social disorder. Physical and social disorder were included in the analysis 

both in the context of Broken Windows Theory (BWT) and Routine Activities Theory (RAT). 

Where signs of physical and social disorder are prevalent, BWT posits that they signal 

disinterest in the well-being of the community allowing further disorder and, eventually, crime 

to occur. RAT posits that crime will occur in areas where motivated offenders, suitable targets, 

and lack of capable guardianship converge, which one may expect where physical conditions 

obscure visual observation. This application of RAT to the physical environment is reinforced in 

Situational Crime Prevention (SCP).  

One of the two physical and social disorder variables were found the be significantly 

correlated with predatory violent crime. The presence of code compliance violations (e.g., calls 

for abandoned vehicles, excessive noise, overgrown vegetation) was associated with the 

presence of predatory violent crime. The presence of foreclosures, in contrast, was not 

significantly associated with predatory violent crime. Foreclosures were included as a proxy for 

vacant or abandoned properties where a lack of capable guardianship may allow crime to 

flourish. It is possible that foreclosure was not an adequate proxy for vacant property. Perhaps 

the entity taking possession of the property ensured proper maintenance or the properties did 

not remain vacant for an extended period of time. This may reflect research by Cui & Walsh 

(2015) which found that vacant properties were associated with violent crime but foreclosures 

were not. Because foreclosure was found not to be significantly associated with predatory 

violent crime, it was omitted from the RTM model. 
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Criminal elements. All of the measures of criminal elements included in this study were 

found to be significantly and positively correlated with predatory violent crime. Criminal 

elements were included as potential measures of offenses that are precursors to or otherwise 

associated with more serious violent crime. For example, high density of reported narcotics 

offenses could be indicative of an underlying drug market. Given empirical support for the 

association between drug markets and violent crime (Martinez, Rosenfeld, & Mares, 2008; 

Reuter, 2009), it reasonable to hypothesize that potential drug markets may be related to 

predatory violent crime. 

Criminal elements were measured by the presence of other, less serious forms of crime 

and delinquency that may be associated with predatory violent crime. The strongest 

correlations were for narcotics offenses, weapons violations, and other low-level offenses 

(counterfeiting, criminal trespass, damage to property, forgery, fraud, peeping tom, shoplifting, 

simple assault/battery). Prostitution and school disciplinary violations were also significantly 

and positively associated with the presence of predatory violent crime, but to a lesser extent. 

While none of the correlations were particularly strong, they were significant and thus included 

in the RTM model.  

Risky places. Risky places, for the purposes of this study, were identify as commercial 

entities whose function and purpose may increase the risk of victimization. These included the 

presence of cash-centered businesses (e.g., pawn shops, payday loans), on-site alcohol and 

adult establishments, off-site alcohol establishments, and hotels or motels. Consistent with 

RAT, these places are likely to have suitable targets and a lack of capable guardianship. For 
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example, individuals leaving a bar may be intoxicated leaving them vulnerable to potential 

offenders seeking an easy target for street robbery.  

The location of each of these places was significantly and positively associated with the 

presence of predatory violent crime at and in the immediately surrounding area. Though the 

correlations were relatively weak, all were included in the RTM models because the 

relationships were statistically significant. 

 Socioeconomic characteristics. This study provides the unique contribution of including 

socioeconomic indicator as potential risk factors for the RTM model. Socioeconomic 

characteristics, largely drawn from typical measures of Social Disorganization Theory (SDT) and 

related theories, reflect the social and economic characteristics of the area with a particular 

focus on factors related to disadvantage. Where factors associated with disadvantage are 

concentrated, the ability to develop and enforce social norms may be diminished, thus allowing 

crime to flourish.  

 Measures of socioeconomic characteristics in the present study included males between 

15 and 25 years of age (a high-level offending group), racial heterogeneity, ethnic 

heterogeneity, unemployment, individuals without a high school diploma or equivalent, single-

parent (mother) households, households with income below poverty line, and households 

receiving SNAP (e.g., food stamps).  Six of the eight measures were significantly associated with 

predatory violent crime. Five of these – males between 15 and 25 years of age, ethnic 

heterogeneity, unemployment, single-parent households, and households with income below 

poverty line – were included as risk factors in the RTM models.  
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 Three socioeconomic risk factors were excluded from the model. Racial heterogeneity 

and individuals with less than a high school education were not significantly associated with 

predatory violent crime. It is difficult to hypothesize why these variables may not have been 

significantly associated with the dependent variable. Further, it was interesting to find that the 

percent of households receiving SNAP was not positively associated with the dependent 

variable. It was posited that households receiving SNAP would be a potential indicator of 

economic disadvantage as households have to demonstrate several forms of economic 

hardship to qualify for this public assistance. However, it does not appear that this measure 

worked in the proposed direction. In fact, the use of SNAP may be acting as a protective factor 

by alleviating some of the economic hardship. This is a thought-provoking finding that warrants 

further evaluation in future research. As this is a complex issue, this variable was omitted from 

the present study to maintain focus on the performance of the RTM modeling process.   

Area economic health. The inclusion of area economic health measures is another 

unique contribution of this study. Area economic health measures are intended to examine the 

influence of larger economic conditions at the property value and commercial level that may be 

unrelated to socioeconomic measures of residents. This study included places where median 

wage, number of employees, and property value were decreasing. Where wages and 

employees are decreasing, businesses may be failing and potentially contributing to problems 

such as abandoned properties and decreased tax revenue. Areas losing more than thirty 

percent of their property value also suggest decreasing economic stability in the area. All three 

area economic health measures were significantly and positively associated with the presence 

of predatory violent crime and were included in the RTM models.  
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Development of RTM models. RTM models were developed in this study for each year 

from 2010 through 2014 using the RTM methodology identified by Caplan and Kennedy (2011, 

2012) and an array of social, economic, crime, and contextual variables. In contrast to other 

predictive analytic techniques such as hot spot analysis, the present study sought to identify 

where future crime will occur based on the concentration of area risk factors.   

Model variable weighting. Variables in the RTM model were weighted in accordance 

with RTM methodology. This process allows variables that are stronger predictors of the 

outcome variable to have a stronger impact on risk values than those variables that are less 

strongly related. A logistic regression with each of the variables to be used in the RTM models, 

identified above, and a dichotomous (presence/absence) predatory violent crime dependent 

variable was used to identify this variable weighting. For a full discussion of this process, 

reference Chapter III.  

The results of this logistic regression revealed that the risk factors included in the RTM 

models have different effects on risk-value outcomes. The strongest predictor of predatory 

violent crime was other low-level offenses, in which areas with the presence of other low-level 

offenses were three times more likely to experience predatory violent crime than places 

without low-level offenses. The presence of individuals under probation supervision, narcotics 

offenses, cash-centered businesses, and on-site alcohol and adult establishments were also 

among stronger predictors of predatory violent crime.  

In the logistic regression, two variables that were significantly and positively associated 

with predatory violent crime at the bivariate level were found to be negatively associated with 

predatory violent crime at the multivariate level. These included school disciplinary violations 
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and males between 15 and 25 years of age. These effects of these variables warrant further 

analysis, though initial reviews of variance inflation factors and tolerance did not suggest an 

issue with multicollinearity. There may be moderation or suppression effects in place that 

diminish the influence of these variables. Despite this question, these variables were included 

as potential risk factors with the appropriate weighting as suggested by RTM methodology.  

Visual examination of RTM models. Visual inspection suggested that the process was 

successful in developing “heat maps” indicating the continuum of crime risk based on the 

variables selected. Crime risk appeared to remain relatively stable, clustering near the central 

and the northern parts of Unincorporated DeKalb. While total risk values fluctuated over time, 

the highest and lowest risk areas appeared to remain relatively stable. These maps suggest that 

crime risk, as calculated with the variables used in this study, appears to concentrate in certain 

areas indicating that crime risk factors are entrenched. This is a valuable finding as it may assist 

in the targeting of risk factors in micro-areas to address crime problems. 

Identifying high-risk areas. The next step in this analysis was the identification of high-

risk areas based on the composite RTM models. Those areas with a risk value exceeding 2 

standard deviations from the mean risk value were considered to be high risk. While this is 

somewhat of an arbitrary determination, it is consistent with the methodology proposed by 

Caplan and Kennedy (2011).  

Upon mapping those areas identified as high risk, it was evident that crime risk 

concentrates in certain areas and appears to be relatively stable over time. Approximately five 

percent of cells were identified to be high risk across each year of the study. Visual inspection 

confirmed that high risk areas appeared to stay in the same general area throughout the study. 
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An examination of cells identified as high risk indicated that approximately thirty percent 

remained consistent from year to year. These findings further confirm that RTM may be useful 

in identifying micro-areas at highest risk of crime in order to target underlying risk factors for 

intervention. This would allow concentration of intervention in the 1.5 percent of areas with 

the consistently highest risk of crime.  

Predictive risk assessment. In the first step of predictive risk assessment, predatory 

violent crime data were overlaid on maps indicating high-risk areas for the preceding year. 

Based on visual inspection, it appears that crime does cluster around those areas identified as 

high risk. However, many instances of violent crime also appear to be distributed outside of 

these areas.  

Logistic regression was used to compare the identification of high-risk areas in the 

model to the presence or absence of predatory violent crime in subsequent years. The logistic 

regression analyses showed that the odds that a predatory violent crime would occur in a given 

area (raster cell) were between 8.8 and 11.2 times higher in those areas identified as high risk 

compared to those areas that were not high risk. These significant findings suggest that areas 

classified as high risk are indeed more likely to experience crime than other areas.  

The odds ratio fell only slightly as many as five years from the RTM model year. As such, 

RTM models appear to be valuable in predicting risk for years beyond their initial construction. 

However, they are most applicable in the time immediately following their development. For 

practical use, RTM models may be more effective if they are generated and responded to 

frequently making them better for shorter term planning.  
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Model variance. While the initial phases of these analyses showed promising results for 

RTM modeling in crime prediction, examination of model variance indicated potential 

limitations. Utilizing Caplan, Kennedy, and Piza’s (2012) methodology for interpreting 

Nagelkerke’s r2, the high-risk RTM models generated in this study explain between 7 and 12 

percent of the variation in predatory violent crime. This low explained variance suggests that as 

much as 93 percent of variation in predatory violent crime can be explained by factors other 

than the areas being identified as high risk. These results are similar to those seen in other RTM 

model evaluations (Caplan, 2011; Caplan, Kennedy, & Miller, 2011; Caplan, Kennedy, & Piza, 

2012). 

While this interpretation indicates that the RTM models are not particularly adept in 

explaining variation violent crime outcomes, they explained variance is not inconsistent with 

that of other criminological research. In a review of articles published in Criminology between 

1968 to 2005, Weisburd and Piquero (2008) found that the explained variance based on r2 for 

criminology-related articles were on average approximately 39 percent. Further, they found 

that approximately 25 percent of studies had an explained variance of less than twenty percent 

(Weisburd & Piquero, 2008). This reflects the exceedingly complex nature of crime and 

difficulty in including the many factors that influence crime. As such, while the explained 

variance in the RTM models generated in this study appear low, they may not be inconsistent 

with other research in this field. Nonetheless, the value of these and other RTM models warrant 

further development to improve their explained variance through a better understanding of the 

variables used to construct the models. 
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Model discrimination. This study provides the unique contribution of analyzing RTM 

model discrimination. Model discrimination is a means to test how often the diagnosis of “high 

risk” is correct. Model discrimination was measured using the AUC from the ROC analysis. The 

results suggest that the RTM models generated in this study were only between 10 and 32 

percent better than random chance at identifying where high-risk places will occur. As such, the 

RTM models appear to correctly predict where crime occurs, but also likely have a high false 

positive rate. This means that there may be a high number of areas that are assigned as high 

risk, but no crime actually occurs in those locations. Alternatively, there may be a large number 

of predatory violent crime instances that are occurring outside of the high-risk areas, as visual 

inspection of the maps suggested. This could be problematic if additional resources and 

intervention efforts are targeted at areas where risk may not result in crime outcomes.  

While this result initially appears to be an adverse finding for the applicability of RTM modeling, 

it is important to consider the context of the analysis. Crime risk factors considered in this 

analysis, particularly those measured at the tract level or with large buffers, can span many cells 

resulting in a high-risk geographic area covering many cells. In contrast, crime is an isolated 

incident occurring in only one cell. Further, because crime is a rare event, it was measured as a 

dichotomous (presence/absence) variable in the present study. Numerically, more crimes may 

be occurring in these high-risk areas than in not high-risk areas. This is something that needs to 

be explored further. 

Summary.  In sum, RTM methodology as applied in the present study appears to be 

effective in identifying a relationship between risk and predatory violent crime, but important 

questions remain regarding its effectiveness in pinpointing specific locations where crime will 
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occur. Strategies targeting high-risk areas, particularly those addressing the underlying risk 

factors, may be successful in localized crime intervention. However, more research and 

development is needed in RTM methodology before it is applied in a broader approach to 

policing if the intent is to replace existing techniques. Many potential directions for future 

research and theoretical development are discussed in the subsequent sections.  

Study Limitations and Observations.  

Before proceeding to research implications and directions for future research, it is 

important to address limitations specific to the present study. This study sought to generate 

comprehensive RTM models based on a wide variety of variables to predict predatory violent 

crime. While the study was successful in generating these models in accordance with RTM 

methodology, the low explained variance calls to question the extent to which these models 

were comprehensive. Further, the results of the ROC analyses suggest that these models only 

provide a slight improvement over random chance. While the risk value and correlation findings 

were consistent with other RTM evaluations, some limitations of the present study may have 

contributed to the low explained variance and AUC values. Note that the following identified 

limitations are specific to the data and approach of the present study, not to RTM in general. 

Additional discussions of the RTM methodology, including limitations and directions for future 

research, are provided in subsequent sections.    

Variable identification. In preparation for this study, a wide range of potential risk 

factors were considered and a wide range of data sources were identified. While these 

variables were theoretically, empirically, and/or rationally informed, it is not reasonable to 

assume that all possible risk factors were identified. Crime is an exceedingly complex 
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phenomenon with a nearly infinite number of potential risk factors. This study identified 24 

that were reasonable and had accessible data. Other data that were sought but were not in a 

format that was applicable to this study included gang residences, residences of recent jail 

releases, alcohol licenses, and census data for small geographic units. Additional research is 

needed to identify and assess the many other potential risk factors to improve the predictive 

capabilities of these and other RTM models. 

Data quality and precision. Several issues with data quality and precision were 

encountered during this study. Improperly recorded addresses for businesses and crime 

incidents resulted in missing data and posed challenges in identification of correct addresses. 

Based on the NAICS codes provided with the business-license data, many businesses appeared 

to be misclassified requiring interpretation by the researcher to identify the correct entities to 

include in the analysis. Foreclosure data was used as a proxy for vacancies because vacancy 

data was not available for the years covered in the current study. School disciplinary data was 

measured in academic year rather than calendar year, thus requiring the data be applied to the 

model year following the first several months of data. While none of these issues invalidate the 

use of these measures, a certain amount of measurement error must be assumed in the 

outcome of the study.  

Several of the measures used in this study were at larger geographic levels than desired 

for this type of analysis. RTM is a micro-area approach to analyzing crime. Unfortunately, 

several measures of socioeconomic characteristics and area economic characteristics were only 

available at the Census tract level geography. This may spread the influence of risk over a wider 

area than is appropriate. For example, if only a few neighborhoods were highly disadvantaged, 
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they may artificially inflate the level of risk across the tract. While ideal measures would be 

chosen at a smaller geographic level (e.g., Census block or block group), two considerations 

allowed for the inclusion of these variables at the larger geographic unit. First, these variables 

included only a few of the many variables included in this study and only those Census tracts 

with the highest values were identified as high risk. It is unlikely that a few neighborhoods could 

drive the entire Census tract into the highest risk category. Second, variable weighting was used 

to increase the level of influence of variables in the composite risk model such that those 

variables that were not strong predictors were diminished in their influence. This should 

mitigate some of the overestimation of risk that may occur by including the entire Census tract 

in the model. Nonetheless, these are important considerations in the interpretation of model 

findings.   

Model weighting. An issue was encountered in the model weighting process that 

warrants further evaluation. Two of the variables that were initially positively associated with 

predatory violent crime – school disciplinary violations and males between 15 and 25 years of 

age – became negatively associated with predatory violent crime in the multivariate model. 

While this did not appear to be an issue with multicollinearity, it raises questions regarding 

potential interaction effects that warrant further consideration. As many of the variables 

included in an RTM model are related, it is important to consider potential interaction effects 

(e.g., moderation, mediation, suppression).  

Summary. Challenges encountered during the study present important considerations in 

the interpretation of results, but also present an opportunity to pursue better measures and 

techniques in future research. Building upon these challenges and other observations from the 
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development and testing of RTM models in this study, the following sections identify areas for 

future research and improvement of the RTM process.  

Directions for Future Research and Theoretical Development.  

This study explored many aspects of RTM modeling process and identified several 

directions for future research as well as theoretical and methodological development. RTM is a 

relatively new technique in crime analysis and prediction, and as such, there are many 

considerations to further evaluate and improve upon this process. Further, issues identified in 

the testing of model validity and discrimination point to the need for additional development. 

 Improved theoretical guidance for variable selection. RTM is a methodological 

approach to crime-risk prediction, not a theoretical approach to understanding how or why 

crime occurs. However, the process could benefit greatly from additional theoretical guidance. 

The Theory of Risky Places (TRP) posits that some places are at higher risk of crime than other 

based on spatial factors that increase the threat of or vulnerability to crime (Caplan & Kennedy, 

2012). TRP was developed to complement RTM methodology. TRP is a unique and 

methodologically-driven approach to understanding crime. However, the theory is vague in 

identifying what constitutes a risk factor and how those elements interact. This ambiguity made 

it difficult to select risk factors that would be suitable for crime prevention. Two suggestions are 

proposed to address this limitation.  

First, TRP should be further developed to identify key types of risk factors that should be 

considered in RTM model development. It is not necessary, nor feasible, to identify all possible 

risk factors, but guidance on key considerations such as those categorized in the present study 

(e.g. criminal elements, socioeconomic characteristics) could be incorporated to guide future 
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research. For example, RAT identifies three components – suitable target, motivated offender, 

and capable guardian (Cohen & Felson, 1979). This allows for theory testing that focuses on 

specific, measureable concepts. Adding this specificity encourages replicability and uniformity 

in RTM models to facilitate cross-study comparison in future research. This could involve theory 

integration bringing together principles from existing criminological and criminal justice theory 

and/or assessment of previous RTM evaluations to identify patterns in risk factors correlated 

with outcome measures. In addition, RTM methodology references the influence of potential 

protective factors, but does elaborate on how they should be included in RTM models. 

Second, this process of theory development may benefit from meta-analytic techniques 

to identify and assess the influence of risk factors on risk model outcomes. A wide range of 

variables and measures were used across the studies examined in preparation for the current 

study. This study added to the list of potential risk factors to be considered with the addition of 

socioeconomic characteristics and area economic health measures. While it is valuable to 

consider a range of variables that may help to improve explained variance, it becomes difficult 

to perform cross-study comparison. This is an essential component to improving our 

understanding of the connection between area risk and crime outcomes and to improve the 

efficacy of the RTM modeling process. It is perhaps more important to build a strong foundation 

of key variables from which to build. A meta-analytic or systematic review of existing RTM 

evaluations could be used to identify consistently used variables and variables with the 

strongest influence on outcomes. These key variables can then be incorporated into TRP and 

RTM methodology.  
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Each RTM model should be adapted to fit the unique context of the environment, crime 

outcome of interest, and available data. However, additional theoretical guidance, particularly 

in variable selection and modeling could lead to substantial improvements in the explanatory 

value of the RTM model. Further, this guidance may improve the propensity for cross-study 

comparison to further our understanding of nuances in spatial crime research. 

Improved methodological guidance for analysis. Because the application of RTM is a 

new technique in crime analysis, the process is evolving and changing to incorporate 

improvements and new findings. This innovation is valuable to the continued development of 

the process. However, guidance provided in the texts (Caplan & Kennedy, 2011, 2012) and the 

online training program offered by the Rutgers Center for Public Security leaves many 

questions. Some of these questions and issues were encountered in the present study. While 

RTM has been applied largely in the academic field where those constructing the models are 

expected to have some statistical expertise, such issues could limit its applicability among 

practitioners that are relying upon a rigid methodology without the ability to address such 

unexpected findings. Four important areas that need further guidance are discussed here: 

variable interaction, variable weighting, criteria for determining risk level, and model 

evaluation. 

The predictor variables selected for the present study, and those used in previous 

studies, often measure similar concepts, presenting the opportunity for multicollinearity, 

interaction effects, and similar unexpected relationships between independent variables. While 

tests of multicollinearity did not indicate an issue in the present study, this verification was 

performed outside of the guidance of RTM methodology. RTM methodology should be 
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modified to include a step, perhaps between current Steps 6 and 7, to test for this important 

consideration. Further, solutions may be offered such as scaling variables or incorporating 

interaction terms for closely-related measures. The application of this step will be unique to 

each RTM model, but should be recognized in the RTM methodology as it has important 

implications for model fit and validation. 

An issue was encountered in the variable weighting process of the RTM analyses in this 

study in which variables that were significantly and positively associated with predatory violent 

crime at the bivariate level were significantly and negatively associated with predatory violent 

crime at the multivariate level. RTM methodology identifies the logistic regression process used 

in this study as the correct means to apply variable weighting, but provides little insight into the 

reasoning behind this process or how to address issues such as those encountered in the 

present study. As RTM is an additive approach, perhaps a better approach would be to apply 

variable weighting based on the bivariate correlations. Other weighting methods should also be 

considered including controls of variation in measurement (e.g., addresses versus tract data),  

Better theoretical and methodological guidance may help to address this issue by addressing 

the justification for the weighting process. Further research is needed to determine the most 

accurate and useful variable weighting process. 

Another aspect of the RTM modeling process that warrants further research and 

guidance is the criteria for determining risk level. Risk level determinations are made at two 

steps in the RTM process. First, risk values are assigned to individual risk factors prior to 

constructing the composite RTM model. Second, the composite risk model can be reclassified 

into high-risk areas to identify those areas for targeting. RTM methodology provided by Caplan 
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and Kennedy (2011) suggests a standard of two standard deviations as a cut point for 

determining “high risk.” However, this did not apply to all variables included in the present 

study. For example, minimal variation in some risk factors used in this study meant that there 

were no areas that exceeded two standard deviations from the mean risk value. The 

identification of risk level should certainly be adapted to meet the needs of the study, but 

additional research would help to determine available identification options. Criteria such as 

quantiles or Jenks breaks can also be considered. Future research may seek to determine if 

these improve the predictive ability of the RTM models.   

Finally, additional research is needed to evaluate RTM models. This study sought to 

improve understanding of the quality of RTM models by examining Nagelkerke’s r2 and AUC 

characteristics. Only three studies reviewed in preparation for the present study reported 

Nagelkerke’s r2, and only one discussed its meaning. No prior studies have included an 

assessment of AUC. If RTM is to become a tool for policing and community intervention in 

crime problems, it is important to understand how accurately and precisely these models 

diagnose crime risk. Bayesian Information Criterion (BIC) is a probabilistic model fit technique 

used in some RTM evaluations for similar purposes, but those studies provide little discussion 

of its meaning. This technique was considered beyond the scope of the present analysis, but 

may present another option for model evaluation.  

A number of evaluation methods are available to determine how well the RTM 

technique predicts crime, but more research is needed to determine the best method for 

evaluation and to compare across studies. For example, Bayesian Information Criterion (BIC) is 

a probabilistic model fit technique used in some RTM evaluations for similar purposes, but 
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those studies provide little discussion of its meaning. This technique was considered beyond 

the scope of the present analysis, but may present another option for model evaluation. If 

findings are consistent with those found in the present study, RTM models may have limited 

utility as a diagnostic tool. It is important that RTM models not only recognize significant 

correlations between risk measures and crime outcomes, but that those predictions are 

accurate. This is particularly important as police and other agencies may allocate valuable 

resources based on those predictions. Additional research is needed to better identify how 

areas labeled as high risk correspond with crime instances and how often these predictions are 

incorrect.  

 Integration of temporal controls. It is important to remember that correlation does not 

equal causation. However, predictive modeling assumes a certain amount of causation, 

particularly in interventions targeted at addressing risk factors associated with future crime. 

RTM evaluations compare RTM models to crime events in subsequent time periods. However, 

these studies cannot identify whether risk factors drive future crime or are simply indicators 

that mechanisms are in place that are driving both the risk factors and crime. It is also possible 

in this methodology that crime is driving the presence of risk factors or that a reciprocal 

relationship exists.  

 While it is not feasible to directly test causation in the relationship between risk factors 

and crime outcomes, the incorporation of longitudinal analysis can bring research a step closer. 

Longitudinal techniques are intended to measure correlations over time. This may include time-

series design, growth curve analysis, growth mixture modeling, or similar methodologies. Such 

research methods consider changes in the same set of subjects, or area cells in this case, using 
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repeated measurement over an extended period. A thorough discussion of these 

methodologies are provided by Singer and Willett (2003). Future research should consider the 

incorporation of longitudinal techniques to better understand the potential predictive 

relationship between risk factors and crime. 

 Controls for ongoing interventions. In studies conducted over time, such as the present 

study, unexpected factors can affect findings in different periods. In RTM models, ongoing 

intervention efforts by police or community organizations may affect crime outcomes in ways 

that are not measured in the RTM model. For example, many police departments utilize hot 

spot or near repeat methodologies to “crack down” on high-crime areas with targeted 

interventions and preventative patrols. Because these techniques are often successful, at least 

in the short term, they may decrease crime within the area and time of the RTM study. If these 

actions correspond with areas that would be deemed as high risk, it can diminish the 

relationship between high-risk areas and crime outcomes in the RTM model. This is difficult 

using retrospective data collection, but the use of Compstat maps or patrol data may help to 

control for police action. It may also be beneficial to communicate with local community 

organizations to identify when and where they are engaging in outreach efforts as these may 

have similar effects on the RTM model. 

 Comparison of RTM and other predictive technique discrimination. Many police 

departments already utilize hot spot, near repeat, Compstat, and Predpol and other predictive 

techniques for resource allocation. Drawve (2016) performed such a comparison of “spatial and 

temporal analysis of crime, nearest neighbor hierarchical, kernel density estimation, and risk 

terrain modeling” techniques (p.1). The study found that RTM was the second best predictor of 



128 
 

crime after kernel density estimation (Drawve, 2016). Drawve’s study focused on robberies as 

the outcome measure. Further research is needed to compare these analytic techniques for 

other crime types. Perhaps RTM modeling works well for burglary prediction compared to most 

other hot spot techniques, but the question remains if it performs as well for other crime types 

such as homicide or narcotics use.  

 Direction for translating into policing intelligence. Chapter II of this study included a 

discussion of the importance of translating information into intelligence. RTM evaluations to 

date have focused on proving if RTM is effective in predicting crime, but have not sought to 

suggest interventions based on these findings. As such, RTM information is being analyzed, but 

is not being translated into actionable intelligence. Once high-risk areas are identified, what 

should police or community organizations do in these areas? What are the main risk factors 

driving crime outcomes? Should efforts be made to address those risk factors or should police 

simply allocate more officers to those areas? Answering these questions is an important next 

step for the present study and future RTM research.  

Implications for Policy and Practice. 

It is clear from the above discussion that more research is needed to better understand 

the potential utility of RTM as a predictive analytic technique to address crime, particularly if 

RTM techniques are intended for practical implementation and the replacement of other police 

resource allocation tools. The results of this study suggest that while concentrations of high-risk 

areas remain somewhat stable over time, there is also a substantial amount of variation in both 

long-term high-risk areas and correlation with crime outcomes that are not accounted for in the 

RTM models. Further, the low explained variance and limited diagnostic capability challenge the 
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efficiency of using RTM as a predictive analytic tool. While RTM is promising in principle, the 

evaluation of the models points to a need for additional research to better understand model 

performance; to improve model performance, if possible; to determine if these models 

outperform other available techniques such as hot spot analysis; and to assess if the limited 

improvements are worth the time and resources needed to conduct such analyses. That is not 

to say that RTM cannot be an effective tool, but that more research is need to evaluate its 

utility prior to practical implementation. 

RTM modeling is a labor-intensive, time-consuming process compared to many existing 

hot spot analysis techniques. If RTM does not add significant value beyond existing techniques, 

it may not be worth the investment by police departments. RTM requires advanced software, 

access to large amounts of data from other entities, and researchers capable of effectively 

modeling data and interpreting outputs. This may be beyond the resources available to many 

police departments. Based on the findings from the present study, it does not appear that there 

is currently enough evidence to recommend the use of RTM as a replacement for current 

policing techniques. Additional research is needed to compare the diagnostic capabilities and 

cost-benefit ratio of RTM relative to other hot spot techniques. 

However, it is important to remember that RTM models can be beneficial in addressing 

problems related to crime that are outside the scope of the police role. The variables used as 

risk factors are often within the purview of other government or community agencies. For 

example, business entities identified as “risky places” in the present study must obtain business 

licenses from DeKalb County. The county government may choose to limit or deny future 

permits on those businesses strongly associated with predatory violent crime. Alternatively, 
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community organizations such as non-profits, need-based programs, churches, and public 

works departments may seek to provide financial resources and increased job opportunities in 

areas where socioeconomic disadvantage are major risk factors for predatory violent crime. 

RTM analyses may be beneficial in performing non-police interventions to address crime 

problems. Nonetheless, caution should be taken in practical implementation until model 

performance is refined.  

Related to the present study, code compliance violations, presence of individuals under 

probation supervision, cash-centered businesses, and ethnic heterogeneity were among the 

strongest non-crime predictors of predatory violent crime. Organizations within DeKalb County 

may consider several approaches to address crime problems by targeting these risk factors. 

Additional resources can be allocated to the DeKalb County Code Compliance Department to 

better enforce regulations on property maintenance. State probation officers may increase 

frequency of meetings with those under their supervision residing in high-risk areas. The 

Planning and Sustainability Department of DeKalb County may opt to limit future licenses for 

cash-centered businesses. Finally, community organizations can be used to provide support in 

large Hispanic communities to address underlying issues that may be related to crime. Each of 

these relationships need to be thoroughly explored to determine the best intervention options, 

resources available, and potential adverse effects of intervention. Yet such approaches can be 

used to address entrenched issues associated with crime to have a more lasting impact.  

It is also important to remember that caution should be taken in implementing 

interventions intended to prevent crime. Even efforts to implement prosocial interventions in 

specific areas can draw attention to the area as being “high crime.” This can adversely affect 
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property desirability and value, further exacerbating underlying issues. This can be even more 

problematic with the police “crack down” approach. Ferguson (2012) and Joh (2014) further 

caution that areas designated as high crime can lead to unconstitutional profiling, discrimination, 

and violations of the Fourth Amendment. Others have suggested negative outcomes such as 

increased fear of crime and reduced police legitimacy (Hinkle & Weisburd, 2008; Rosenbaum, 

2007). As such, potential adverse consequences of proactive intervention based on predictive 

modeling should be considered prior to program implementation.  

Conclusion.  

The results of this study suggest that while RTM is a promising technique for crime 

prediction at a conceptual level, more research and development is needed to improve its 

accuracy, precision, and translation into intelligence-led policing. Examination of area risk 

factors appears to be a somewhat successful method for predicting future crime, but there are 

important challenges to the validity of the RTM models. While the relationship between risk 

values and predatory violent crime outcomes were statistically significant, critical issues related 

to explanatory value and diagnostic capability were identified. Further, additional instruction is 

needed in the selection, testing, and weighting of variables used in the development of RTM 

models. These issues, along with improvements in theoretical and methodological guidance, 

are needed prior to practical implementation. Once this process is more firmly established, the 

next key step will be translating findings from RTM models into actionable intelligence.  

RTM presents a unique opportunity to develop a proactive and prosocial approach to 

crime prevention. Innovative approaches like RTM are crucial to our continued understanding 

of crime problems and improvement of criminal justice response. RTM offers a novel and 
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promising approach to crime analysis and prevention. However, to ensure RTM is consistent 

with evidence-based practice, further research, development, and analysis of this technique is 

needed prior to practical implementation.  
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Appendix A - 2010 High-Risk Independent Variable Maps 
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