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ABSTRACT

Metacognition and self-regulation are popular areas of interest in programming education, and they have been extensively researched outside of computing. While computing education researchers should draw upon this prior work, programming education is unique enough that we should explore the extent to which prior work applies to our context. The goal of this systematic review is to support research on metacognition and self-regulation in programming education by synthesizing relevant theories, measurements, and prior work on these topics. By reviewing papers that mention metacognition or self-regulation in the context of programming, we aim to provide a benchmark of our current progress towards understanding these topics and recommendations for future research. In our results, we discuss eight common theories that are widely used outside of computing education research, half of which are commonly used in computing education research. We also highlight 11 theories on related constructs (e.g., self-efficacy) that have been used successfully to understand programming education. Towards measuring metacognition and self-regulation in learners, we discuss seven instruments and protocols that have been used and highlight their strengths and weaknesses. To benchmark the current state of research, we examined papers that primarily studied metacognition and self-regulation in programming education and synthesize the reported interventions used and results from that research. While the primary intended contribution of this paper is to support research, readers will also learn about developing and supporting metacognition and self-regulation of students in programming courses.
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• Social and professional topics → CS1;  
• Human-centered computing → User studies.
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1 INTRODUCTION

Computer programming is an inherently cognitive endeavor [17], making metacognition and self-regulation—collectively referred to as cognitive control—part of programming education. While computing education researchers should draw upon a wealth of work on cognitive control outside of our field, computing has unique characteristics that make learning and teaching particular topics arguably different than in other disciplines. For instance, it is normal for computing students in their first week of university to write what may be their first computer program. Students receive instantaneous and often difficult to decipher feedback in a mix of English and the likely new-to-them programming language when developing programs. This feedback can be provided anytime, often in the absence of an instructor [7], by a machine which is often believed to be infallible, yet for which many lack an accurate mental model. In addition, it has been noted that “Computer Science students struggle to develop fundamental programming skills and software development processes. Crucial to successful mastery is the development of discipline specific cognitive and metacognitive skills, including self-regulation” [23, p291]. Nonetheless, work on metacognition and self-regulation in Computer Science is limited [13].

Recent literature reviews suggest that metacognition and self-regulation are common topics of interest in computing education research, but there are few disciplinary-specific theories or measurements. A recent ITiCSE working group conducted a broad survey of learning theories used within the field and found that metacognition stood out as one of the top cited theories among 75 theories identified in computing education venues [67]. In addition, the co-occurrence of metacognition and self-efficacy in the literature formed one of the strongest connections between theories. Despite widespread interest in metacognition, a recent survey by Malmi et
al. that reviewed theories specific to computing education found none on metacognition or self-regulation [38]. They contend that, while computing education research is informed by theories from psychology and general education literatures, discipline-specific theories are important to accurately represent what we know about how people learn programming.

Because these surveys of the literature establish metacognition and self-regulation as theories of particular interest to our community, this paper provides a focused review of their role in computing education research. We review current literature at the intersection of metacognition, self-regulation, and programming to explore theoretical bases and the instruments used to study these topics. We ground this systematic review in the wider context of research from psychology and education to examine which parts of that literature we have adopted and which parts are underutilized. Though the primary goal of the paper is to inform research, we hope that it is also useful for those who teach computer programming and design systems for students learning programming.

2 UNDERSTANDING METACOGNITION AND SELF-REGULATION

Metacognition and self-regulation are concepts that have been researched since the 1960s, but they are often still misunderstood and misused for a few fundamental reasons:

- They are internal processes, making them difficult to observe and measure reliably;
- They affect other memory, motivation, and emotion processing, making the boundary between them and other constructs difficult to determine;
- They are researched in different disciplines, such as psychology and education, meaning that definitions focus on different critical features and are translated inconsistently between disciplines.

The distinction between metacognition and self-regulation is also unclear. Some models of metacognition include self-regulation as a subcomponent and vice-versa. While definitive distinctions between the two do not exist, we will highlight the important features of, and differences between, metacognition and self-regulation.

Both metacognition and self-regulation are types of cognitive control [60]. As such, both involve planning strategies for learning and problem-solving, monitoring progress during a task, and evaluating the efficacy of strategies used. Metacognition tends to be the term used to describe knowledge about one’s own cognitive control, including identifying strategies that have been successful or unsuccessful in the past, monitoring emotions and self-efficacy, and evaluating the validity of metacognitive knowledge based on feedback. Metacognition is most prevalent in psychology, educational psychology, and other psychology-based research. In contrast, self-regulation tends to be the term used to describe the process of executing cognitive control during a learning or problem-solving task. Thus, self-regulation focuses on selecting strategies for approaching a task, monitoring efficacy of strategy and time on task, and evaluating confidence that the task was completed accurately. Self-regulation is most prevalent in instructional design and other education-based research. Based on these different foci, it is appropriate that self-regulation would be a subcomponent of some metacognition models and vice versa. Metacognitive knowledge is important to self-regulated learning, and self-regulation of tasks is important to developing metacognition.

As an established field, metacognition, self-regulation, and self-regulated learning research has many discipline-independent reviews. Thus, we decided to limit our systematic literature review to papers published only in SIGCSE venues to best understand the state of research within this community and to inform future research. Our goal was to understand how theories of metacognition and self-regulation have guided the work of researchers investigating the learning of programming. Programming explicitly formalizes the process used to solve problems and, thus, is somewhat unique from other tasks used to study cognitive control, making the contribution of this paper different than other reviews. In addition, we sought to synthesize the measurements used to study cognitive control and the interventions used to improve or support learners’ metacognitive and self-regulatory skills. As such, we hope the paper may serve as a starting point for researchers in the SIGCSE community to find relevant theories and methodologies that match their research contexts and to find relevant literature to inform their research goals. Our review was guided by two research questions:

- **RQ1**: What theories have been used by the SIGCSE community in the literature on metacognition and self-regulation in the context of programming education?
- **RQ2**: What activities and instruments that support and measure metacognition and self-regulation have been reported by the SIGCSE community in the literature on programming education?

In Section 3 we describe the methodology for our search and classification process, and we report the quantitative results of this process. In Section 4, we present theories of cognitive control and related concepts alongside the instruments for measuring various aspects of metacognition and self-regulation. Section 5 synthesizes key approaches and results from the studies which use cognitive control as a central theoretical basis.

3 METHODOLOGY

To address our research questions, we collected articles published in SIGCSE-sponsored or in-cooperation venues that referenced both programming and metacognition or self-regulation. We searched the ACM Full-Text Collection using the following search string: “programming” AND (“metacognition” OR “self-regulation”), using a full-text search of the content of each article and automatically matching variations of each term (e.g., metacognitive or self-regulated). We conducted this search on November 26, 2019 and found the following number of results:

- 2531 results (all venues across ACM Full-Text Collection)
- 357 results (when refined by sponsor: SIGCSE)

These numbers exclude duplicate articles that appeared in both a conference proceedings and in a reprint (e.g., SIGCSE Bulletin or ACM Inroads). We applied the following set of exclusion criteria to refine the entries under consideration:

- removed 5 items which were not papers (e.g. full conference proceedings, or symposium reports)
• removed 27 articles with two or fewer pages (to exclude posters and short papers)

We omitted articles with two or fewer pages because they do not provide enough space to thoroughly describe theory, methodology, and results and, therefore, would not provide adequate information to address our research questions. Applying these criteria resulted in 325 articles. We then conducted a manual search of these articles to exclude those for which the search terms occurred only in the References section of the paper. This ensured that the search terms appeared within the body of the article, resulting in the removal of a further 111 papers. Following these exclusion steps, we were left with a total of 214 papers to review from the following range of venues: ACE, ACSE, CompEd, FDG, ICER, ITiCSE (including working group reports), Koli Calling, SIGCSE, WCCCE, and WiPSCE.

In the final step of the review process, we categorized the extent to which the paper used theories and measurements of metacognition and self-regulation to guide the research and interpret results. A draft set of descriptors were defined for these categories, and all authors initially read and classified the same subset of eight papers, selected at random. The descriptors were then refined following a round of discussion involving all authors. The final categories used to classify the papers are shown in Table 1.

Table 1: Categories and descriptors for paper classification

<table>
<thead>
<tr>
<th>Category</th>
<th>Descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>passing</td>
<td>the terms are mentioned in passing only, often in only one sentence</td>
</tr>
<tr>
<td>peripheral</td>
<td>the terms are discussed more thoroughly, but are not used to support the methodology of the paper or interpret the results</td>
</tr>
<tr>
<td>depth</td>
<td>the paper uses metacognition or self-regulation as a central theoretical basis of the study and measures and/or interprets the results using these theories</td>
</tr>
</tbody>
</table>

The 214 papers were divided into three groups as there were three pairs of authors, and each pair took one group for classification. Within pairs, after both authors had independently classified each paper, the pair met to reconcile differences. At this stage, seven papers were excluded because they used inclusion keywords in a completely different context to the one we are investigating, bringing the total down to 207 papers. For instance, one was a column on ethical responsibilities of computer professionals which called for a “self-regulated certification process”. Table 2 provides statistics for our reconciliations including those that were simple oversights on the part of one of the authors and those that required non-trivial reconciliation. In Table 2 we also report the pairwise inter-rater reliability (IRR) using the unweighted Cohen’s Kappa statistic based on these non-trivial reconciliations. Cohen’s Kappa was > 0.81 (very good agreement) for all pairs. Calculating an all-author IRR would have required all authors to classify all papers (or a statistically representative subset). Given that our pair-wise IRR figures are considered very good, we deemed this unnecessary. We would expect an all-author IRR to be lower, but not enough to warrant concern. In addition, IRR values are not absolutely central to this study. Our research questions could still be answered had these been low or not calculated, but the results might have been less complete.

We further categorized the 31 papers identified as depth. Two researchers independently coded these by identifying the types of interventions depicted within the papers. These post-hoc categories and the papers within them are discussed in Section 5.

Table 2: Statistics for classification of n papers by three groups (G) of coders showing inter-rater reliability (IRR). Paper types are PAssing, PEripheral, DEpth. Reconciliation types are oversight (Rec OS) or non-trivial (Rec NT)

<table>
<thead>
<tr>
<th>G</th>
<th>n</th>
<th>PA</th>
<th>PE</th>
<th>DE</th>
<th>Rec OS</th>
<th>Rec NT</th>
<th>IRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>67</td>
<td>37</td>
<td>20</td>
<td>10</td>
<td>13</td>
<td>5</td>
<td>0.899</td>
</tr>
<tr>
<td>B</td>
<td>71</td>
<td>39</td>
<td>15</td>
<td>17</td>
<td>12</td>
<td>4</td>
<td>0.907</td>
</tr>
<tr>
<td>C</td>
<td>69</td>
<td>47</td>
<td>18</td>
<td>4</td>
<td>16</td>
<td>2</td>
<td>0.937</td>
</tr>
<tr>
<td>Total</td>
<td>207</td>
<td>123</td>
<td>53</td>
<td>31</td>
<td>41</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

3.1 Threats to validity

The intended scope and audience of this study is the SIGCSE community. Therefore when deciding which literature to review, we selected papers published in the ACM Digital Library at venues sponsored by SIGCSE. While we supplemented this paper with background and theory-focused papers from other communities, our systematic review includes only SIGCSE publications. Members of the SIGCSE community may have published papers in other venues not represented here. In addition, authors may have published work about cognitive control without using our search terms. We know of one paper that, had it made it into the initial dataset, would have been considered a depth paper because its focus was on in-process scaffolding very similar to Prather et al. [53], building on the work of Loksa et al. [37]. However, it was excluded early in the process because it did not use the terms explicitly. This oversight suggests that our methods may have excluded other papers that could have been included. We do not expect that the number of overlooked papers would be substantial; therefore, we do not expect that potential oversights would substantially diminish the contributions of the paper. Our primary goals were to survey the literature, identify themes, and create a resource that can support and guide future work. The synthesis presented in the following sections would likely not be materially different by including papers that report on cognitive control without using the terms metacognition or self-regulation.

4 RESULTS

Interest in metacognition and self-regulation has accelerated sharply in recent years. The earliest paper in our dataset dates back to 1978, yet only 20% of articles appeared prior to 2010. Half of the papers (106) were published in the last 5 years (2015 or later) and the two years with greatest number of papers were 2018 (with 24) and 2019 (with 35). This trend illustrates growing recognition of the importance of cognitive control within computing education research and suggests a review of the literature thus far is timely.

We now discuss the types of papers covered in our review and the theories and instruments for metacognition and self-regulation found in papers we identified as peripheral and depth.
4.1 Papers tagged as passing, peripheral, and depth

Nearly two-thirds (123 of 207) of the papers we reviewed made only passing reference to cognitive control. One interpretation of this is that many authors recognize the relevance of metacognition and self-regulation to programming education, but the connections made were often superficial. We frequently observed terms used in isolation when claiming techniques would “develop metacognition” or help students “self-regulate”, often without further elaboration, evidence, or references. For example, in one paper the only mention of metacognition or self-regulation was the sentence “This helps to develop students’ metacognition with regard to virtual classroom use, which can enhance their capacity to utilize the environment effectively.” A claim like this needs to be supported by evidence and buttressed by theory. Other papers classified as passing did not make explicit connections to self-regulation or metacognition, but were motivated by related concepts such as self-efficacy. One such paper included metacognition in a list of skills that could be developed by social learning activities, but did not connect this to other parts of the research on self-efficacy.

We classified 53 papers as peripheral. These papers discussed metacognition and self-regulation literature, usually in a related work section, but did not use this literature as a theoretical basis for the study. About half of them discussed only studies that focused on metacognition or self-regulation published in computing education conferences. The other half discussed metacognition or self-regulation in light of theories from education, psychology, and cognitive science. Twelve of these papers employed some kind of measurement from outside the discipline: MSLQ (5), SRQ-L (1), SPOCK (1), Bloom’s Taxonomy (3), EBQ (1), and Growth Mindset (1). We review these measurements and others in Section 4.3. However, even though these papers used these measurements, the results were ancillary to the study and sometimes not discussed. These papers also mentioned multiple theories related to cognitive control, such as Temporal Motivation Theory, Cognitive Load Theory, and Self-Efficacy. These theories are included in Section 4.2.

In Section 5, we synthesize the 31 papers tagged as depth into categories of similar research approaches and highlight pedagogical implications. Below we discuss in detail the theories and instruments used in the papers tagged as peripheral and depth.

4.2 Theories of metacognition and self-regulation

We center our discussion on four theories of cognitive control that are commonly used outside of our field and that we found to be commonly used in computing education research. Then we discuss 1) other less common theories used in our field, 2) theories related to cognitive control used in our field, and 3) other common theories of cognitive control that are underutilized in our field.

Flavell’s model [24] is the foundation of most contemporary theories and research about metacognition. Flavell described metacognition as “knowledge or cognitive activity that takes as its object, or regulates, any aspect of any cognitive enterprise” [24, p104]. This definition broadly includes learning, problem-solving, and other types of cognitive tasks. Typically in educational settings, Flavell’s definition is applied to predicting performance and monitoring current levels of mastery [12]. The seminal book “How People Learn” [12] expands upon Flavell’s work with more recent and education-focused literature, adding that metacognition includes self-regulation but stipulates that self-regulation is difficult in disciplines about which the learner has little content knowledge.

A foundational self-regulation theory differs from Flavell’s theory of metacognition by focusing on cognitive control’s influence over social and environmental factors of behavior. Bandura [5] incorporated self-regulation into his social cognitive theory of behavior. He defined self-regulation as self-observation, self-judgment, and self-reflection, which served as an additional influence on behavior beyond social and environmental influences. As such, cognitive control may override other predictors of behavior.

The last two major theories we will discuss build upon Bandura’s work but focus on tasks related to learning to explain self-regulated learning. Zimmerman [74] defines self-regulated learning as a three-phase process in which learners consciously plan, practice (i.e., monitor), and evaluate their progress towards achieving learning goals. Pintrich and de Groot [51] differ by focusing on the relationship between self-regulated learning and motivation. Their model has four phases, 1) forethought, planning, and activation, 2) monitoring, 3) control, and 4) reaction and reflection. Each phase is defined by four components: cognition, motivation/affect, behavior, and context. It is also unique compared to previous theories in that it explicitly includes prior knowledge activation.

4.2.1 Other Theoretical Bases in CedR. Research in computing education builds upon a broad range of work about cognitive control other than these main theories. One of the most common frameworks that we identified from our review was the Revised Bloom’s Taxonomy [10]. This taxonomy is a framework for categorizing learning objectives rather than a theory about cognitive control. The original Bloom’s Taxonomy did not include metacognition or self-regulation in its six levels of learning objectives, but the revised version includes metacognitive knowledge as one of the added knowledge dimensions that learners can develop. Content knowledge was the only knowledge dimension that learners could develop in the original taxonomy [10].

Focusing on the learner rather than on learning objectives, Ertmer & Newby’s model of an expert learner heavily includes cognitive control [22]. Their model states that expert learners take a systems-view including themselves, task requirements, and strategies to select, control, and monitor progress towards learning goals, i.e., use metacognitive knowledge to self-regulate learning. Furthermore, they define the two components of expert learning as metacognitive knowledge (cognitive, motivational, and environmental) of the task requirements and of personal resources and metacognitive control (or self-regulation) of strategy selection, task monitoring, and strategy evaluation. All of these features are common in previously discussed theories of cognitive control.

4.2.2 Theories and Concepts Related to Cognitive Control. Cognitive control is related to many other motivational, cognitive, and social constructs that can affect learning experiences and outcomes. The most commonly associated construct is self-efficacy [67], which stems from Bandura’s Self-Efficacy Theory [6]. This theory is a precursor to Bandura’s social cognitive theory of behavior, which
would later include self-regulation in 1986 as discussed earlier in this section. Self-efficacy is an individual’s belief that they can achieve a goal or accomplish a task. It determines how learners react to obstacles and failure, particularly whether they engage in coping behavior rather than defensive behavior and expend additional effort or change tasks, and for how long. Self-efficacy matters for cognitive control because metacognition and self-regulation are often directly related to self-efficacy but often only indirectly related to performance. Self-efficacy is the stronger, direct predictor of performance [15] [35] [43]. In addition to self-efficacy, many other theories and concepts are related to cognitive control, albeit less commonly. In the papers included in our review, researchers studied cognitive control in tandem with the theories listed in Table 3.

4.2.3 Cognitive Control Theories Underutilized in CEdR. In this section we discuss some common theories of cognitive control from literature in psychology and education that appeared only once or were absent from the papers in our systematic literature review. The first is Boekaerts’ Adaptable Learning Model [11], which is unique because it emphasizes the role of self-regulation of motivation. The model has two interconnected sides: cognitive self-regulation and motivational self-regulation. Each side has the same three components: planning strategies for achieving a goal, strategy use, and knowledge (i.e., content knowledge on the cognitive side and metacognitive knowledge on the motivational side). These two sides operate in parallel with the cognitive side focused on learning and the motivational side focused on coping or maintaining well-being.

The second is Efklides’ Metacognitive and Affective Model of Self-Regulated Learning [20], which focuses on metacognition. This model builds upon Bandura’s socio-cognitive theory [5] by representing the person, the task, and the interaction of person-and-task as separate entities. The person-, or macro-, level is considered to be top-down because it is driven by the learner’s goals for the task, which affect the person’s metacognitive knowledge, metacognitive skills, motivation, self-concept, and affect. The person-and-task level, or micro-level, is considered to be bottom-up because the task dictates use of knowledge and skills, while performance and progress on the task provides feedback to the learner. Similarly, this affects the learner’s metacognitive knowledge and skills, motivation, self-concepts, and affect.

The third is Winne & Hadwin’s model of self-regulated learning [72], which focuses on metacognition. It conceptualizes self-regulated learning as an information processing task in which information, primarily feedback, comes from both internal and external sources. Their model defines four phases that are connected and iterative based on a feedback loop. The phases are 1) task definition, 2) goal setting and planning, 3) enacting tactics and strategies, and 4) metacognitive adaptation depending on the difference between the current state and goal state. Across these four phases, there are five components of the information processing task of self-regulation represented by the COPES acronym: conditions (i.e., personal and environmental resources), operations (i.e., cognitive processes), products (i.e., information created through operations), evaluations (i.e., feedback about differences between products and standards), and standards (i.e., criteria for goal completion).

The last is Hadwin et al.’s Socially Shared Regulated Learning (SSRL) model [25], which builds upon Winne & Hadwin’s model [72] to include collaborative learning contexts. Collaboration impacts many of the common features in theories of cognitive control, including cognition, motivation, social interaction, and learning environment. In addition, groups collectively undertake skills associated with cognitive control—planning, strategy use, and evaluation. The SSRL model, thus, include three types of regulation: self-regulation, co-regulation (supporting others’ task regulation), and shared regulation of task strategies and progress towards achieving goals. The phases of SSRL are the same as in Winne & Hadwin’s model, but they are completed by the group rather than an individual. The COPES components apply to SSRL as well.

4.3 Measures of metacognition and self-regulation

Measuring metacognition or self-regulation is complicated by the fact that the associated models have evolved over the decades and given rise to numerous assessment instruments, each reflecting novel definitions of the terms [11]. In this section, we report the approaches used to measure self-regulation and metacognition in the literature under review. A summary, which includes a reference to a source article for each measure, is provided in Table 4.

4.3.1 Motivated Strategies for Learning Questionnaire. The most common instrument used in the papers we reviewed was the Motivated Strategies for Learning Questionnaire (MSLQ). The MSLQ is also one of the most widely used instruments for measuring self-regulated learning in the wider educational literature [18]. The MSLQ is a self-report questionnaire, created by Pintrich et al. [52], and designed to assess the motivational orientations of students as well as their use of different learning strategies. The first version of this questionnaire, published in 1990 [51], includes 44 items organized into five scales: self-efficacy, intrinsic value, test anxiety, cognitive strategy use, and self-regulation. A longer version, published the following year [50], is composed of 15 scales, and divided into a motivation section (31 items) that assesses students’ goals, anxiety about being tested and beliefs about their skill, and a learning strategies section (50 items) which assesses students’ use of cognitive and metacognitive strategies and use of resources. The scales are modular and can be administered independently, and students’ responses to items are on a 7-point Likert-type scale (from “not at all true of me” to “very true of me”).

Both versions of the MSLQ were used in the literature we reviewed. Bergin et al. used the 1991 version of the questionnaire and analyzed data collected on 11 of the 15 scales [8]. They found that greater use of metacognitive strategies, such as planning and monitoring, correlated positively with programming performance data. This differs from the results of Campbell et al., who used the 1990 version of the questionnaire after finding its items more suitable for use at the beginning of a course [13]. They used the self-regulation scale to assess metacognitive strategies and management of effort, but found no evidence that self-regulation was correlated with course scores. In comparing their work to Bergin et al., they suggest the conflicting results may be due to the different versions of the MSLQ that were used. A further critique of the MSLQ was offered by Leppänen et al., who explored how students managed their time while working on programming tasks in a CS1 course [34]. They found no correlation between the number of days...
students spent programming and the observed MSLQ variables, also conflicting with the correlations reported previously by Bergin et al. [8]. Leppänen et al. suggest this may be due to a construct validity threat, in that the MSLQ may measure what students think they do, rather than what they actually do.

Other research involving the MSLQ has used various subsets of the scales. Lishinski et al. chose four of the subscales: self-efficacy, metacognitive self-regulation, intrinsic goal orientation, and extrinsic goal orientation, and they studied how these constructs interacted to influence students when learning to program [35]. Similarly, Watson et al. selected 12 of the MSLQ subscales in their study comparing traditional and dynamic predictors of success in an introductory programming course [71].

4.3.2 Classroom Assessment Techniques. Classroom Assessment Techniques (CATs) refer to a collection of strategies compiled by Angelo and Cross [3] for assessing student comprehension of important concepts during a lesson. One such strategy, Recall, Summarize, Question, Comment and Connect (RSQC), provides a structure within which students rehearse information from a lecture, identify questions on the material they would like answered, and connect the new material to content they have previously learned. Another strategy, called muddiest point, has students identify the parts of a lesson they find least clear.

In the literature we reviewed, CATs were used much less frequently than the MSLQ. Kirkpatrick & Prins used a combination of both the RSQC and muddiest point strategies in an effort to “bring metacognition into the course” [31]. Although they did find some evidence that use of these techniques contributed to positive student outcomes in the course, they abandoned some of the questions that specifically targeted metacognition after finding student responses quite varied and unhelpful. Schwarm & VanDeGrift [61] report more positive results from the use of several CAT techniques in an information technology course. Their analysis of student responses uncovered evidence of metacognitive thinking and revealed the processes by which students constructed knowledge.

4.3.3 Self-efficacy scales. Self-efficacy has long been considered an important factor for academic success, and plays a crucial role in some self-regulated learning models such as those of Pintrich [49] and Zimmerman [75]. Numerous scales have been defined for measuring self-efficacy, such as the general self-efficacy scale of Bandura [1]. Self-efficacy for learning and performance also appears as one of the 15 subscales in the 1991 version of the MSLQ [50]. Instruments for measuring self-efficacy that are directly relevant to computing have also been created, such as the widely used Computer Programming Self-Efficacy Scale developed by Ramalingam & Wiedenbeck [56].

The literature we reviewed included both the use of existing scales and the development of new scales. For example, Zingaro used a trivial adaptation of Ramalingam & Wiedenbeck’s scale to measure an increase in self-efficacy for CS1 students in a course taught using peer instruction [76]. Mannila et al. present a self-efficacy scale designed for teachers, consisting of 27 items derived from competency statements from the EU framework for digital
competence [40]. They present data from use of this scale with more than 500 teachers, identifying areas for which there is a need for teacher professional development.

4.3.4 Self-Regulation Questionnaires. Ryan & Connell developed the **Self-Regulation Questionnaire (SRQ)** for assessing the extent to which individuals act autonomously when performing particular tasks [58]. The questionnaire format has since been customized for various domains and demographics. The original SRQ, now known as the **Academic Self-Regulation Questionnaire (SRQ-A)**, was designed for elementary school students whereas a later version designed by Black & Deci, known as the **Learning Self-Regulation Questionnaire (SRQ-L)** was intended for adult students. The SRQ-L consists of a series of statements which probe the reasons why students engage in learning-related behaviors [9].

Both the SRQ-A and SRQ-L have been applied in the literature we reviewed. For example, Ruf et al. used the 17-item SRQ-A with 7th grade students using two block-based environments, Scratch and Karel [57]. They found that students using Karel gave higher scores on the "identified regulation" sub-scale, which the authors interpret as a sign of greater perceived relevance. At the university level, Toma & Vahrenhold use the "autonomous motivation" and "controlled motivation" sub-scales of the SRQ-L in their exploration of psychological factors that affect self-efficacy and emotions in a collaborative algorithms lab [68].

4.3.5 Student Perceptions of Classroom Knowledge Building. As part of a larger project to help teachers incorporate collaborative learning tools in their classrooms, Shell et al. developed the **Student Perceptions of Classroom Knowledge Building (SPOCK)** instrument [63]. This instrument assesses student perceptions of their intentional learning behaviors and includes explicit scales to measure both self-regulation and lack of regulation. Items relating to the former scale include "In this class, I try to monitor my progress when I study", with items such as "In this class, I have trouble figuring out how to approach studying" targeting the latter scale [64]. In our review of the literature, Eck et al. used four scales from the SPOCK instrument, including the two just mentioned, to assess students' metacognitive strategies [19]. These assessments were used, along with other survey data, to successfully predict patterns of engagement in online collaborative activities.

4.3.6 Epistemological Beliefs Questionnaire. The **Epistemological Beliefs Questionnaire (EBQ)** was introduced by Schommer as an instrument for measuring the beliefs of teachers and students about the nature of knowledge and its acquisition [59]. Such beliefs play an important role in how students apply cognitive control. Schommer’s questionnaire consists of 63 items and measures five epistemological dimensions, three of which (structure, certainty, and source) relate to knowledge itself and two (control and speed) to its acquisition. From our review, the EBQ was used by McDermott et al. to explore the personal epistemological beliefs of computer science students [42]. Their exploratory factor analysis yielded only partial agreement with Schommer’s original work. Although they suggest this could be due to cohort differences, independent studies have called into question the reliability of Schommer’s EBQ [14].

4.3.7 Achievement Goal Framework Questionnaire. Elliot & McGregor [21] follow in the footsteps of the achievement-goal tradition by offering an extension of the mastery-performance dichotomy into a 2x2 framework: mastery-approach goal, performance-approach goal, mastery-avoidance goal, performance-avoidance goal. This theory of motivation and avoidance in the pursuit of goals offers a different approach to competence-based self-regulation with each of the four parts of the 2x2 framework providing distinct profiles. Their paper details three individual studies that confirm the validity of their framework, with the first one being conducted in a classroom setting via a questionnaire (n=180). This questionnaire was used by only one study from our literature review: Ilves et al. [28].

5 APPROACHES, TOOLS, AND PEDAGOGICAL IMPLICATIONS

This section synthesizes papers classified as depth based on the instructional and methodological approaches taken by the authors of those papers. Each subsection is organized thematically into paragraphs corresponding to our research goals. First, we present a description of the approach and the papers that used it, including an exemplar paper. Second, we discuss future work recommended by the authors. We then discuss the pedagogical implications identified by these papers. We intend for this section to provide researchers and educators with useful information for their own work.

5.1 Reflective activity after assignment/exam

One popular approach for improving student metacognition or self-regulation skills that we found in our dataset involved a reflective activity after an assignment or exam [16, 39, 41, 45, 46, 65, 69]. Examples include reflection on study habits and preparation before and after an exam, interviews after an in-class assignment, and reflective writing assignments about students’ time management. VanDeGrift et al. [69] report on an intervention in which 236 CS1.5 students were asked to make plans for working on their programming assignments and to reflect on areas for improvement, the effectiveness of their plans, and their development throughout the term. They found that most students do provide plans in the areas in which they were prompted (planning, coding, and testing) but most of the improvements they identify were in planning or coding.

Many researchers suggest that their approaches could be extended by changing the context [41], type of assignment [39, 45], or shifting the focus of the intervention on a different part of the problem-solving process [46]. For instance, the classroom intervention by VanDeGrift et al. [69] around self-regulation of homework could easily be replicated and extended by utilizing it in a different course. Stephenson et al. replicated the work of Craig et al. [16] and found that exam wrappers may not be as useful as they first appeared [65]. Thus, more work on exam wrappers is needed to understand how they affect metacognition.

VanDeGrift et al. argue that it is not the job of CS Faculty to teach only programming but also to teach metacognitive skills that will support future learning [69]. Their report can inspire any instructor wanting a classroom intervention design to train students in self-reflection. Although exam wrappers [16, 65] have varied effectiveness, one positive pedagogical outcome is that both studies found exam wrappers increase student engagement with their exams and increase students’ perceptions of fairness in grading practices. Finally, Mani & Mazumder [39] suggest that reflective
activities around exams and homework assignments can help students more effectively spend their time when studying and can help instructors more effectively choose which learning strategies to prioritize when learning objectives are not being met.

5.2 Reflective activity as structured assignment

Rather than using reflective activities after an assignment or exam, eight of the depth papers utilized reflective activities as structured assignments [23, 29, 36, 46, 54, 66, 69, 70]. These assignments include explaining code [70], reflective writing about an activity [66], a survey asking students about improvements to their process [69], thinking aloud while completing a task [36, 46, 54], and a 3 year ‘meta-course’ that utilized reflection seminars [29]. Falkner et al. for instance, studied students enrolled in a course that contained two structured reflective exercises requiring students to describe their software development processes and how they have changed [23].

Analyzing these reflections, the authors found that students utilized a variety of self-regulated learning strategies, including general strategies, strategies that are adapted and articulated within the context of CS, and CS-specific strategies.

The authors of these papers identified several areas for future work. Falkner et al. expressed intent to explore explicit scaffolding of strategies to support understanding and assessing problems, prototyping and experimentation, design as decomposition, and explicit time management [23]. Others suggest that future work should seek methods to integrate reflective writing throughout the undergraduate curriculum [66]. Prather et al. identify a set of metacognitive difficulties students encounter and call for developers of automated assessment tools to use their findings to inform future development to address the lack of cognitive scaffolding provided to users [54]. Additionally, Parham et al. suggest that future studies examine differences between novice and expert processes [46].

The positive results of this work on reflection as structured assignments have strong pedagogical implications. For instance, Stone & Madigan suggest students who are consistently asked to reflect on their experiential learning will have an advantage as they begin their career [66]. Papers in this category identify a need for explicit scaffolding of strategy development [23] and a need for incorporating deliberate planning exercises in introductory courses to encourage reflective behavior [69]. Kann et al. confirmed that having students discuss their reflections improves the effectiveness of those reflections, suggesting that some form of communication should be incorporated into reflective activities [29]. Loksa & Ko suggest instructors need to address flaws in students’ existing self-regulation behaviors identifying a lack of disciplined self-regulation during problem-solving and few reflections on cognition [36]. Additionally, they believe the timing of teaching self-regulation skills should be considered, suggesting that without first having adequate programming knowledge students may become frustrated.

5.3 Visualizations

Many novices do not have well-developed content knowledge or cognitive control in programming, so they lack even a basic understanding of their progress through the programming problem-solving process. To scaffold the process of learning this skill, several researchers in our dataset chose an approach that involved visualization of student progress [28, 33, 57, 73]. For example, Yan et al. developed Pensieve, a tool that provides an interactive visualization of students’ problem-solving processes [73]. Pensieve captures the visual output of students’ programs at each compile and uses it to provide a visualization of the progress that was being made during development. Pensieve is used to facilitate a conversation about process and metacognition between a teaching assistant and the student rather than directly assisting students.

Avenues for use of visualization tools are expansive. Pensieve is a proof-of-concept that would benefit from implementation and use at a large scale [73]. Additionally, several key concepts implemented in Pensieve could be implemented in automated assessment tools such that students would have immediate access. Ilves, Leinonen, & Hellas used the questionnaire by Elliot & McGregor [21] and call for future work assessing the link between different goal orientations and course performance needs [28]. They also describe future work investigating why one type of visualization, in which students could compare their progress to others in the course, was more successful than the other type.

There are several important pedagogical insights from visualization of student progress. Two studies found the lowest-performing students benefit the most from visualizations without harming the highest-performing students [28, 73]. However, Ilves et al. also found that certain kinds of visualizations could be more harmful to students than not seeing a visualization at all [28]. Yan et al. discuss how visualizations provide a unique opportunity to discuss the shape of a student’s code at every snapshot to help them understand their problem-solving process [73]. These types of discussions, the authors argue, put the human element back into CS program grading, which is often automated. Finally, Kurvinen et al. demonstrate how using a problem-solving model and explicitly scaffolding metacognition and self-regulation can improve problem-solving outcomes. They also provide a model for how one might structure a collaborative activity to support the development of metacognitive and self-regulatory skills [33].

5.4 In-process scaffolding

Five of the depth papers gave descriptions of approaches for scaffolding metacognition or self-regulation while students are in the process of completing a task [33, 36, 41, 48, 53]. A notable paper in this category is the work by Prather et al. who investigated the effects of an intervention to assist novice programmers in overcoming metacognitive difficulties [53]. In this paper the authors provided an explicit metacognitive prompt prior to solving a programming problem. They found that students were more successful at solving the problem with the prompt than without it and said that the prompt helped them think through the problem and avoid wrong ideas early in the problem-solving process. Additionally, students who received prompts and submitted a correct solution tended to verbalize more metacognitive behaviors than those who did not.

Prather et al. recommend future work investigating how solving randomly generated test cases before coding might impact students’ metacognitive skills [53]. They also seek to understand the relationship between the number of times a student re-reads a problem
prompts and metacognition. Peteranetz et al. stated that in future work they will evaluate a stand-alone computational creativity course in an in-person and online format [48].

Two papers in this category identified important pedagogical implications. The results of Peteranetz et al.’s experiment support findings from previous correlational studies and computational creativity exercises (CCEs) as valuable additions to CS courses [48]. The authors suggest that instructors should explicitly connect the CCEs to the course by 1) discussing the exercises in class with students, 2) explicitly mapping CCEs to class topics, and 3) relating the activities to real-world problems. Kurvinen et al. investigated the effects of computer-assisted learning at the primary school level. They describe their environment as a collaborative education platform that enables instructors to create virtual assignments, keep track of students’ progress, and conduct automated assessments [33].

5.5 Active learning

Active learning refers to a variety of approaches in which students take a more direct and participatory role in their learning, compared with traditional instruction in which the student role is more passive. Two of the depth papers used active learning approaches to support and study metacognition [4, 31]. Bagley & Chou investigated the effects of collaboration on students learning Java [4]. Among other findings, they found that brainstorming and devising strategies in pairs lead to significant differences in perceptions and outcomes between genders, with females believing testing produces a better solution and receiving significantly higher scores.

Of the two papers in this category, only the Kirkpatrick et al. paper [31] identified opportunities for future work. They explored the integration of Team-Based learning techniques and the RSQC into an operating systems course, finding improvements in student outcomes and readiness to participate. They refer to these results as initial evidence of efficacy, suggesting similar approaches could be a model for future researchers. Additionally, they discuss their implementation failures and provide a rationale about why later offerings of their course used modified versions of their approach.

While neither paper in this category explicitly identifies future work, Kirkpatrick et al. encourage instructors interested in adopting active learning techniques to follow their methods. They emphasize that their approach requires only very modest effort on the part of the instructor, and yet their results show great promise.

5.6 Awareness

Only one of our depth papers focused on metacognitive awareness. Martin et al. describe three course interventions targeting student procrastination, which were designed to be scalable for large classrooms: reflective writing assignments about time management, schedule sheets to force students to plan their time, and email alerts that contain student progress compared to their peers and tips for how to improve if they are behind [41]. They found that only the email alert intervention provided a substantial effect.

Martin et al. describe several avenues of future work. First, improving the depth and quality of the feedback that students receive in their email alerts might further reduce procrastination. Second, they suggest that their other two interventions may have seemed to fail because they only collected data on students’ code when they turned it in. A finer-grained measurement may provide different results. Finally, a system that could monitor student progress and compare it to several years worth of data might yield even better insights into supporting students’ metacognitive awareness.

Pedagogically, Martin et al. found that the email alerts reduced the frequency of late submissions and increased the frequency of early submissions. This could be extended to other types of communication from an instructor and reinforces earlier findings that increased instructor presence has a positive impact on students [41]. However, they reported that students subjectively found these email alerts to be annoying and a waste of time.

5.7 Pre- and post-behavior surveys

So far, this section has discussed instructional approaches to cognitive control research. Now we shift to methodological approaches taken by researchers. One popular method of inquiry is conducted via surveys given before and after an intervention, measuring the change in metacognitive and self-regulatory behavior [13, 33, 35, 45, 57]. This is often appropriate for longitudinal studies seeking to measure shifts in student behavior over the course of a semester [45]. A specific instrument for this kind of intervention, used by two papers in this category, is the MSLQ discussed in Section 4.3 [13, 35]. As an exemplar, Murphy & Tenenbug investigated whether students are able to accurately estimate their own knowledge of a specific programming subject by having students predict their scores before and after an assignment [45]. They found that students estimations of their own knowledge correlate to their performance.

Authors in this category identify several areas for future work. Murphy & Tenenbug suggested replicating and extending their work to determine whether their findings were due to failure to learn the material or lack of retention [45]. Campbell et al.’s results support prior work that instructor presence is key for increasing self-efficacy, but they recommend investigating more fully for online CS1 course offerings [13]. Finally, Lishinski et al. call for more work to better determine how the self-efficacy feedback loop operates differently in CS [35]. This involves investigating whether there are additional cognitive factors affecting the self-efficacy feedback loop, and investigating the complex relationship between cognitive and motivational processes that occur in CS programming projects.

Multiple pedagogical implications arise from the work of these authors. As introduced above, the results of Campbell et al. highlight the importance in face-to-face and online learning of increased instructor presence, regularly offering practice exercises, and having regular get-togethers aimed at increasing intrinsic value to encourage students [13]. Lishinski et al. suggest that increasing self-efficacy, particularly among women, can potentially reduce the gender gap in computing education [35]. Finally, Murphy & Tenenbug most notably propose that it may not be helpful for the professor to ask students what they think the professor should review, because the bottom half of students simply don’t know what they don’t know [44]. However, having students estimate their quiz grades before and after taking them seemed to have the largest impact on the students performing in the lowest quartile. This practice may be a way to boost the lowest performing students by helping them develop a better understanding of what they do and do not know, thereby increasing metacognition about the subject.
5.8 Standardized tests/instruments analysis

Using standardized tests or comparing results between two different instruments was a method used to investigate metacognition and self-regulation by six of the papers in the depth category [8, 13, 34, 35, 57, 71]. Watson et al. used the MSLQ as one of seven instruments to compare test-based (eg. learning styles, learning strategies, academic experience, etc.) and data-driven predictors of programming performance [71]. The authors found that of the "traditional category" of test-based performance predictors, only self-efficacy was significantly correlated with programming performance while 11 of the 12 identified programming behaviors were found to be significantly related to performance.

Future work for papers in this category identify opportunities for new tools to support learners and to further understand the relationship between metacognition or self-regulation and learning programming. Watson et al. identifies that using programming behavior metrics could be used to build tools to identify and provide automatic assistance to weaker or struggling students [71]. Ruf et al. expressed interest in researching tools that focus on visualizing the flow of a program [57]. Alternatively, Leppänen et al. proposed future work focusing on understanding when and why students take pauses while working on programming tasks [34].

The nature of this category of work means direct pedagogical implications are limited. However, Bergin et al. suggest that tools designed specifically to help students self-regulate and encourage the development of intrinsic goal orientation and higher task values might enable them to achieve higher results [8]. Ruf et al. also recommend choosing an environment that visualizes program structure and fosters intrinsic motivation in students [57].

5.9 Analysis of secondary data

A few depth papers approached student metacognition and self-regulation through analysis of large sets of secondary data [30, 34, 47]. Secondary data are collected primarily for a purpose other than research. For instance, Kim & Ko reviewed four online coding tutorials, mining pedagogical insights [30], and Parker et al. examined the log files of student and teacher usage of an eBook [47]. Leppänen et al. examined keystroke-level data of student progress on programming assignments. They examined the effect of pauses on student completion rates, progress, and correlated that data with exam scores and final grades [34]. They found that student self-regulation behaviors, as assessed by the MSLQ, did not correlate to pause-taking behaviors while working on assignments. Short pauses, from 10 seconds to 4 minutes, had a negative correlation to exam scores, while longer pauses had no correlation.

Leppänen et al. identify five areas of future work [34]. Most notably, they call for identifying other background variables affecting student pausing behaviors. They also speculate that student pausing behavior might change closer to the deadline. Another fruitful avenue is to determine what students are doing during their pauses (i.e. are they reading code or surfing the web?). Kim & Ko found that although many coding tutorial systems did generate some kind of feedback, which is critical for successful metacognitive monitoring, it was rarely customized with respect to the prior knowledge of the learner [30]. They call for future work investigating personalized support in online tutorials with precise, contextualized feedback.

Pedagogically, these authors make several recommendations from their research. Parker et al. propose a number of design guidelines for student eBooks, including the need for more scaffolding and more effective incentives for spaced practice, which is an effective learning strategy exhibited by expert learners and requiring metacognitive control [47]. After examining the most successful pedagogies in online coding tutorials, Kim & Ko have multiple recommendations, including that educators make use of educational games and interactive tutorials over other tutorial types [30].

6 CONCLUSION

Metacognition and self-regulation are critical processes for successful learning that have been studied for decades in various academic disciplines. As interest in cognitive control within computing education research increases, our goal was to synthesize the studies related to learning programming, summarize theories and measurements that researchers can use, and promote future research directions and pedagogical implications. Based upon our review, we would like to highlight themes from the content of this research.

(1) Metacognitive knowledge is difficult to achieve in domains about which the learner has little content knowledge.

(2) Metacognition and self-regulation are often directly related to self-efficacy, and self-efficacy is often directly related to performance. However, the direct link between cognitive control and performance is weak.

(3) Self-report measurements of cognitive control, such as the MSLQ, often measure what students think they do, rather than what they actually do.

In addition, based on themes from the methodology of this research, we would like to propose recommendations for future work.

(1) Provide a clear definition of metacognition or self-regulation as it pertains to your study. The field does not have common definitions for these terms.

(2) Consider which related concepts might affect cognitive control in your context (e.g., cognitive load or motivation) and select theories that include or complement those concepts.

(3) Theories about cognitive control include several aspects of metacognition and self-regulation. If a study addresses a particular aspect, be specific about the scope of the research to make clear contributions to the literature (e.g., an intervention that supports the planning aspect only).

(4) Given that cognitive control processes are difficult to observe, using multiple measurements can better triangulate effects and increase validity. For example, data collected during an activity likely provides different information than that collected after an activity.

We intend for this paper to serve as a resource for the computing education research community to help researchers who are new to this area to find relevant work and help all researchers make clear contributions to a literature that extends into many fields.
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