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ABSTRACT 

Syntactic complexity has been an area of significant interest in L2 writing development 

studies over the past 45 years. Despite the regularity in which syntactic complexity measures 

have been employed, the construct is still relatively under-developed, and, as a result, the 

cumulative results of syntactic complexity studies can appear opaque. At least three reasons exist 

for the current state of affairs, namely the lack of consistency and clarity by which indices of 

syntactic complexity have been described, the overly broad nature of the indices that have been 

regularly employed, and the omission of indices that focus on usage-based perspectives. This 

study seeks to address these three gaps through the development and validation of the Tool for 

the Automatic Assessment of Syntactic Sophistication and Complexity (TAASSC). TAASSC 

measures large and fined grained clausal and phrasal indices of syntactic complexity and usage-

based frequency/contingency indices of syntactic sophistication. Using TAASSC, this study will 

address L2 writing development in two main ways: through the examination of syntactic 

development longitudinally and through the examination of human judgments of writing 



proficiency (e.g., expert ratings of TOEFL essays). This study will have important implications 

for second language acquisition, second language writing, and language assessment.  
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1 INTRODUCTION  

A key measure of academic and professional success is writing proficiency (Kellogg & 

Raulerson, 2007). Writing is a multifaceted endeavor (Condon, 2013), and attaining proficiency 

is often difficult, both for first language (L1) and second language (L2) writers (McNamara, 

Crossley, & McCarthy, 2010; National Commission on Writing, 2003). Various aspects of 

writing proficiency have been explored, ranging from humanistic concerns such as writing 

processes (Casanave, 1994; Graves, 1975), voice (Hirvela & Belcher, 2001), and rhetorical 

effectiveness (Ferris, 1994) to linguistic concerns such as the characteristics of the words (Kyle 

& Crossley, 2015; Laufer & Nation, 1995; Linnarud, 1986; McNamara et al., 2010), phrases 

(Crossley, Cai, & McNamara, 2012; Kyle & Crossley, 2015), and syntactic units (Guo, Crossley, 

& McNamara, 2013; Lu, 2011; Ortega, 2003) that comprise a text. One particularly important 

linguistic construct that has been influential in the study of writing has been complexity (Bulté & 

Housen, 2012).  

Complexity has been an important construct in first language (L1) and second language 

(L2) development for the past 45 years. Larsen-Freeman (1978), drawing on previous work in L1 

development (Hunt, 1965), cited complexity as one of three important constructs of language 

development (in addition to accuracy and fluency). Complexity has been operationalized at both 

the lexical and syntactic level (Wolfe-Quintero, Inagaki, & Kim, 1998). At the lexical level, 

complexity, which is also referred to as sophistication (e.g., Laufer & Nation, 1995; Linnarud, 

1986), is often measured in relation to reference corpus frequency. Highly frequent lexical items 

seem to be learned first (Nation, 2001) and are therefore considered less sophisticated, while less 

frequent words are learned later (if at all), and are therefore considered more sophisticated. 

Complexity is also an important component of syntax. Syntax refers to the systematic ways in 
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which discrete units (e.g., words) can be combined to create meaningful utterances (e.g., 

sentences; (Fromkin, Rodman, & Hyams, 2013). At the syntactic level, complexity has generally 

been operationalized with regard to clausal subordination and/or sentence length (as a proxy for 

subordination), though there has also been recent interest in phrasal complexity (Biber, Gray, & 

Poonpon, 2011). A review of the L2 acquisition literature suggests that as learners develop they 

produce longer and more varied syntactic structures (Ortega, 2003). Even though syntactic 

complexity indices are often used to investigate development in L2 writing, a fully agreed upon 

definition of syntactic complexity has yet to be realized (Bulté & Housen, 2012). There are at 

least three major issues that still exist with regard to extant indices of syntactic complexity that 

hinder a fuller understanding of syntactic complexity.  

First, Wolfe-Quintero et al. (1998), among others, have noted the lack of consistency by 

which syntactic complexity measures have been defined. A clear, longstanding example is in the 

counting of clauses. Some studies, for example, define a clause as having a subject and a finite 

verb (e.g., Polio, 1997) while others include non-finite clauses (e.g., Bardovi-Harlig & Bofman, 

1989). Such differences in definitions can make comparisons between studies difficult. To 

exemplify this issue, the sentence My goal is to run a marathon would include one clause in the 

former definition and two clauses in the latter. Furthermore, some studies do not report how 

particular structures are defined, making comparisons between studies even more complicated. 

This issue of consistency and clarity is of course not limited to the finite/non-finite distinction. 

Because syntax can vary in many ways, even seemingly simple indices such as the number of 

modifiers per noun phrase (e.g., Crossley & McNamara, 2014) may end up being opaque unless 

they are exhaustively defined. This issue makes it difficult to compile cumulative, concrete 

knowledge about the relationship between L2 writing and syntactic complexity. 
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Second, a number of scholars have noted the issue of granularity (i.e., specificity) of 

syntactic complexity indices (e.g., Larsen-Freeman, 2009; Norris & Ortega, 2009; Wolfe-

Quintero et al., 1998). Despite the fact that there has been relatively consistent positive 

relationship between measures such as mean length of T-unit (MLTU) and writing development, 

we know very little about the specific structures that emerge as writing develops because these 

indices are not sensitive enough to provide this information. Furthermore, these indices also hide 

the degree to which development in syntactic complexity is linear or not (e.g., Biber et al., 2011; 

Larsen-Freeman, 2006; Norris & Ortega, 2009; Verspoor, Schmid, & Xu, 2012). For example, 

while writers tend to write longer clauses as they develop, the specific structures they use to 

increase clause length may change. Some structures (of various lengths) seem to be prevalent at 

some stages and less so at others. This issue suggests that using fine-grained indices of syntactic 

complexity may provide a clearer understanding of how learners develop with regard to syntax. 

In order to understand the relationship between syntactic complexity and writing development, 

investigations using more fine-grained indices are likely necessary.  

The third issue is that syntactic complexity has largely been interpreted as a formal 

characteristic that is distinct from lexical development. Lexical complexity/sophistication and 

syntactic complexity indices are often employed in tandem as distinct measures language 

development (e.g., Guo et al., 2013), but are rarely measured jointly (that is, as a single, 

interrelated construct; c.f., Crossley, Cai, et al., 2012). Recent investigations from a usage-based 

perspective, however, suggest that the development of lexis and syntactic forms are likely 

intertwined (Ellis & Ferreira-Junior, 2009b; Römer, 2009). Furthermore, usage-based 

perspectives suggest that frequency and contingency (i.e., the probability that a verb and a 

syntactic construction will co-occur) explain L2 syntactic development in ways that are similar 
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to lexical development: frequent syntactic constructions (and verb-construction combinations) 

are learned first and are therefore less sophisticated than less frequent ones. Thus, from a usage-

based perspective, the underlying construct that syntactic complexity is assumed to measure 

(language development at the syntactic level) is best measured by frequency of use and 

contingency, which may or may not coincide with syntactic measures based on subordination 

(i.e., t-units). Thus, in this paper, the term sophistication will be used to refer to syntactic 

development from a usage-based perspective and the term complexity to refer to the formal 

characteristic of syntax (e.g., subordination). Syntactic forms that are learned earlier can be 

considered less sophisticated and/or less complex than forms learned later. Sophistication 

roughly equates to relative complexity while complexity falls within absolute complexity (Bulté 

& Housen, 2012) 

Although usage-based perspectives to language acquisition have gained traction over the 

past 20 years, most of the extant body of research explores a small number of lexical/syntactic 

combinations (called constructions, e.g., Goldberg, 1995) and has been restricted to relatively 

early stages of language development. This indicates potential gaps in our understanding of 

linguistic development for all but the most salient constructions (and only at early stages of 

development for those construction). Despite concurrent interests in both written language 

development at the clausal level (e.g., Ortega, 2003) and usage-based language acquisition (e.g., 

Ellis, 2002a) more research is needed to examine relationships between writing development and 

clause level construction use in either the L1 or the L2. For instance, a comprehensive frequency 

database of verb-construction combinations in English (or any other language) would prove 

beneficial in better understanding syntactic development from a usage-based perspective. This 

issue has recently begun to be addressed through the use of advanced natural language 
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processing (NLP) techniques to identify and document the frequency profiles of VACs in the 

British National Corpus (BNC) (O’Donnell & Ellis, 2010; Römer, O’Donnell, & Ellis, 2015), 

though there is still work to be done. 

This study helps address important gaps in our knowledge of syntactic development in L2 

writing by explaining the development and testing of the Tool for the Automatic Analysis of 

Syntactic Complexity (TAASSC). Using advanced natural language processing technology (e.g., 

Chen & Manning, 2014), TAASSC reports on a number of fine-grained clausal and phrasal 

syntactic structures. Additionally, TAASSC reports on the 14 widely used large-grained indices 

of syntactic complexity implemented in the Syntactic Complexity Analyzer (SCA) (Lu, 2010, 

2011). TAASSC also calculates a number of indices of syntactic sophistication, comprised of 

frequency and contingency-based indices for verb argument constructions derived from the 

Corpus of Contemporary American English (COCA). By applying the indices measured by 

TAASSC to longitudinal and cross-sectional corpora of L2 writing, this study examines issues in 

the measurement of syntactic development from both a syntactic complexity and sophistication 

perspective. Accordingly, this study is guided by the following research questions: 

1. What is the relationship between the Syntactic Complexity Analyzer indices and  

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

2. What is the relationship between fine-grained indices of clausal complexity and 

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

3. What is the relationship between fine-grained indices of phrasal complexity and  

a. holistic scores of writing proficiency? 
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b. longitudinal writing development? 

4. What is the relationship between usage-based indices of syntactic sophistication 

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

5.  What is the relationship between all syntactic development indices included in TAASSC 

and  

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

This dissertation is organized as follows: First, the literature, which highlights the rationale 

for the study, is reviewed. Next, the text analysis tool designed for this project is described. The 

next two chapters comprise analyses that address the research questions. In the final chapter, the 

results are summarized and implications are discussed. A more detailed outline of each chapter is 

provided below. 

 Chapter 2 comprises a discussion of the literature with regard to syntactic development 

from two perspectives. The first perspective discussed is that of syntactic complexity, which has 

dominated second language writing studies for the past 45 years (Larsen-Freeman, 1978; Ortega, 

2003, 2015; Wolfe-Quintero et al., 1998). The second perspective discussed is usage-based 

theories of second language development (Behrens, 2009; Ellis, 2002a; Langacker, 1987; 

Tomasello, 2003), which posit (among other things) that frequency is the primary component of 

language development. 

 Chapter 3 comprises a discussion of the development of TAASSC and the indices it 

includes. The underlying natural language processing (NLP) techniques used for grammatical 

and syntactic analysis are first discussed (Brill, 1995; Charniak, 2000; Chen & Manning, 2014; 
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Klein & Manning, 2003), including part of speech (POS) tagging, constituency parsing, and 

dependency parsing. A review of extant syntactic development analysis tools then follows, 

including a comparison of their relative strengths and weaknesses. The attributes of TAASSC 

and the indices of calculated are then described in detail. 

 Chapter 4 addresses research questions 1a – 5a by examining the ability of multivariate 

models comprised of various indices of syntactic development to predict holistic scores of 

writing quality in TOEFL essays. Following the research questions, longstanding indices of 

syntactic complexity first investigated, followed by fine-grained indices of clausal complexity, 

fine-grained indices of phrasal complexity, and VAC-based indices indices of syntactic 

sophistication. The final analysis of the chapter includes a model that considers all four types of 

syntactic development indices. The results are then discussed and situated within the literature. 

 Chapter 5 addresses research questions 1b – 5b by examining the relationship between 

indices of syntactic development and time spent studying English. Two longitudinal learner 

corpora are examined that represent two distinct learning contexts and written registers. The first 

is a corpus of free writes written over the course of one year by students enrolled in an intensive 

English program (IEP) at a major American university (Salsbury, 2000). The second is a corpus 

of argumentative essays written by middle-school students at a bilingual school in the 

Netherlands at six points over a two-year period (Verspoor et al., 2012). Following a number of 

statistical analyses, the results are then discussed and situated within the literature. 

Chapter 6 comprises a summary of the results of the previous chapters. The overall 

implications of the findings of this dissertation for the study of second language development, 

second language writing, and second language assessment are also reviewed.  
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2     SYNTACTIC COMPLEXITY AND SOPHISTICATION 

In this paper a distinction is made between to two operationalizations of syntax, namely 

syntactic complexity and syntactic sophistication. Syntactic complexity refers to the formal 

characteristics of syntax (e.g., the amount of subordination), which has been described as 

absolute complexity (Bulté & Housen, 2012). In contrast, syntactic sophistication refers to the the 

relative difficulty of learning particular syntactic structures (i.e., what Bulté and Housen refer to 

as relative complexity), which (from a usage-based perspective) is related to input frequency and 

contingency. The term sophistication is borrowed from related studies of lexical development 

(Laufer & Nation, 1995; Linnarud, 1986), which refer to less frequent words as more 

sophisticated because they tend to be produced by more proficient writers. 

This chapter is divided into two sections. The first reviews literature regarding the construct 

of syntactic complexity and how it has been operationalized in studies of second language 

writing. The second section reviews literature regarding usage-based perspectives on syntactic 

development, which provide a theoretical backdrop for operationalizations of syntactic 

sophistication. 

2.1 Syntactic Complexity 

Syntactic complexity has been operationalized in L2 writing development studies in a 

variety of ways. This variety, while helpful, has made a general description of L2 writing 

development in terms of syntactic complexity difficult. In this review, syntactic indices are 

grouped into four major categories. First, the syntactic indices described by Wolfe-Quintero et al. 

(1998), many of which have been consistently prevalent in L2 research, are considered. Syntactic 

complexity indices operationalized by Biber (e.g., Biber, Gray, & Staples, 2014; Biber et al., 

2004; Biber, Gray, & Poonpon, 2011), which have had an impact on recent discussions of clausal 
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and phrasal complexity are then discussed. Next, syntactic complexity indices operationalized 

using Coh-Metrix, which have been used in a number of recent L2 writing studies (e.g., Crossley 

& McNamara, 2014; Guo et al., 2013) are considered. Finally, a number of indices not 

represented in the above categories that have been mentioned in the literature during the past five 

years (e.g., Bulté & Housen, 2012) are discussed. 

2.1.1 Commonly used syntactic complexity indices 

A number of indices of syntactic complexity have been proposed and employed in L2 

writing studies (Wolfe-Quintero et al., 1998), though only a few have been consistently 

employed across L2 writing studies (Lu, 2011; Ortega, 2003).1 This section provides an 

overview of popular indices of syntactic complexity, with a focus on those reviewed and/or 

proposed by Wolfe-Quintero et al. (1998). 

2.1.1.1 Mean length of clause 

The mean length of clause (MLC) index is the average number of words per clause. A 

clause is defined as a subject and a finite verb, though some studies (e.g., Bardovi-Harlig & 

Bofman, 1989) include clauses with non-finite verbs. MLC can be seen as a global measure of 

intra-clausal complexity. MLC values can increase due to a myriad of syntactic factors. These 

include increases in phrasal coordination and modification, aspect use (e.g., simple declarative 

clauses require no auxiliaries, perfect and progressives require one auxiliary, and 

perfect/progressive combinations require two) and/or syntax structure (e.g., SV structures require 

two only words, while SVO structures require at least three) among many others. MLC does not 

differentiate between clause types (i.e., independent clauses are on an equal footing with 

                                                
1 Wolfe-Quintero et al. (1998) refer to the first three indices reviewed below as indices of fluency. This notion has 
been contested (Lu, 2011; Norris & Ortega, 2009; Ortega, 2003). 
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dependent clauses). A number of studies have demonstrated a significant positive relationship 

between MLC and proficiency levels (e.g., Cumming et al., 2005; Ortega, 2003; Wolfe-Quintero 

et al., 1998) such that clause length tends to increase as proficiency level goes up, though this is 

not always the case (Knoch, Rouhshad, & Storch, 2014). 

2.1.1.2 Mean length of T-unit 

The T-unit was proposed by Hunt (1965) as an index of child L1 development and was 

adopted by SLA researchers beginning in the late 70’s (Larsen-Freeman, 1978). A T-unit 

consists of an independent clause and any dependent clauses attached to it. The sentence The 

linguist wears tweed jackets and he enjoys being stylish includes two independent clauses, and 

therefore includes two T-units. The sentence The linguist wears tweed jackets because he enjoys 

being stylish includes an independent clause with an attached dependent clause, and therefore 

includes only one T-unit. Compared to MLC, mean length of T-unit (MLTU) adds an extra level 

of specificity (i.e., dependent clauses are somewhat disambiguated). A number of studies have 

demonstrated a positive significant relationship between writing proficiency and MLTU (see 

Ortega, 2003; Wolfe-Quintero et al., 1998) such that the length of T-units tend to increase as 

proficiency goes up.  

2.1.1.3 Mean length of sentence 

The mean length of sentence (MLS) index is simply the number of words in a sentence. 

The definition of a sentence is relatively straightforward and uncontroversial, and is generally 

referred to as a string of words that starts with a capital letter (excepting proper nouns) and 

ending with punctuation such as a period, question-mark, and exclamation point. This can be 

seen as a strong operationalization advantage compared to clausal or T-unit counts because it is 

less ambiguous and therefore can be counted quickly and reliably. MLS has been shown to be 
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strongly correlated with MLTU. Lu (2010), for example reported a correlation between MLS and 

MLTU of  r = .907. A number of studies have demonstrated positive relationships between MLS 

and language proficiency (see Wolfe-Quintero et al., 1998; Ortega, 2003). One clear issue with 

MLS as a proxy for MLTU is that there can be multiple T-units per sentence. Furthermore, the 

existence of run-on sentences will strongly influence MLS counts (one of the main reasons that 

Hunt, [1965]  proposed T-units).  

2.1.1.4 Complex T-units per T-unit  

A complex T-unit is defined as a T-unit that includes both an independent and a 

dependent clause (Casanave, 1994; Lu, 2011). The ratio of complex T-units per T-unit 

(CTU/TU) measures the number of T-units that have dependent clauses but is insensitive to the 

number (above one) or types of extant dependent clauses. Casanave (1994) reported a positive 

trend between development and CTU/TU, but did not report any statistical findings. Another 

study that has investigated CTU/TU (Lu, 2011) did not find significant relationships between 

language development and CTU/TU. Were a positive relationship found between proficiency and 

CTU/TU, we would be able to suggest that leaners use more independent/dependent clause 

combinations, but would not be able to determine the number or type of dependent clauses.  

2.1.1.5 T-units per sentence 

The number of T-units per sentence (TU/S) essentially measures the amount of 

(independent) clausal coordination in a text. An index score of 1 would indicate that there is no 

clausal coordination in an essay, while an index score of 2 would indicate that, on average, every 

sentence includes one instance of clausal coordination. Of the studies reviewed by Wolfe-

Quintero et al., only one of the five studies that employed this index (Monroe, 1975, which 

investigated French as an L2) reported a significant relationship with language proficiency. This 
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Repeated measures analysis of variance (RM ANOVA) statistics were then conducted 

using these four indices. The results indicated that a significant positive linear relationship 

existed between time and the mean length of T-unit (p = .005, η2 
p = .640). See Table 5.8 for a 

summary of the results. 

Table 5.8 Repeated measure analysis of variance results for SCA variables 
Index F p η2 

p 
Mean length of T-unit 14.199 .005** .640 
Mean length of clause .757 .410 .086 
clauses per sentence  .727 .419 .083 
complex nominals per sentence .620 .454 .072 
Note. * indicates p < .05, ** indicates p < .01 

 

5.2.2 Research Question 1b discussion: Syntactic Complexity Analyzer 

Between the two studies conducted, linear relationships were found between time and 

two SCA variables. Each index of syntactic development is discussed below. 

5.2.2.1 Mean length of T-unit 

A positive, linear relationship between time spent studying English as a second/foreign 

language and mean length of T-unit was found in both the Salsbury written longitudinal corpus 

(p < .001, η2 
p  = .960) and the Verspoor longitudinal corpus (p = .005, η2 

p = .640). Over a one-

year period, the ESL students in the Salsbury corpus on average made gains of six words per T-

unit (from 9.857 to 15.888). During week 3 (the first collection point) for example, Jalil averaged 

10.866 words per T-unit. As can be seen in the examples in Table 5.9, her T-units are not 

uniform, and include both relatively short and relatively long T-units. By week 50 (the final 

collection point), Jalil averages 16.828 words per T-unit. T-unit length still varies, but very short 

T-units are much less common. 
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Table 5.9 Examples from the Salsbury corpus: Mean length of T-unit 
Collection 
point 

Example Length of T-unit 

T1  
(Week 3) 

In this weekend I am very happy because I am going out of 
the Indiana with my friend Kevin.  19 

 He is an American friends. 5 
 He is a nice boy to speak. 6 
  Mean = 10 
T10  
(Week 50) 

The man kind always imagine what he would like to do or 
where he will visit in the future.  19 

 Some body thinking about his plan for job in future. 10 
  Mean = 15 
Note. Examples at each collection point represent contiguous sentences. 

 

The EFL students in the Verspoor corpus on average made gains of three words per T-

unit (from 9.697 to 12.843) over a two-year period. For example, Anneke wrote an average of 

8.833 words per T-unit at the beginning of the first year, but by the end of the second year wrote 

an average of 12.933 words per T-unit for a gain of 4 words per T-unit. Table 5.10 includes 

examples of the types of T-units written by Anneke at the first and last collection points. Anneke 

uses both relatively short and relatively long T-units in her writing both at the beginning of the 

study and at the end. At the first collection point, Anneke wrote a number of relatively short T-

units that were comprised of simple sentences or clauses in compound sentences with few 

modifiers (e.g., I often buy toast.), but also wrote longer T-units with more modifiers (e.g., I 

don’t like lessons of biology and geography). By the end of the second year of study, she is using 

more modifiers and complex verb phrases, which results in longer T-units. 
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Table 5.10 Examples from the Verspoor corpus: Mean length of T-unit 
Collection 
point 

Example Length of T-unit 

T1  I don't like lessons of biology and geography.  8 
 With gymnastics we go to a other gym hall  9 
 [and] in the winter it's cold to go cycle to there. 10 
 In the break you can buy candy or bread.  9 
 I often buy a toast. 5 
  Mean = 8.2 
T6 I think some people won't be happy after a while, and maybe 

feel down.  14 

 They think the uniforms look nicer when other people wear it 11 
 [and] they can't let other people see how they really are. 10 
   
  Mean = 11.7 
Note. Examples at each collection point represent contiguous sentences. 

 

On average, students in both corpora increased the length of their T-units in a relatively 

linear fashion, though peaks and valleys existed. This general trend held true among a number of 

students in each study, but some students did not follow this pattern. Figure 5.3 comprises a line 

graph with the average mean length of T-unit score at each collection point in the Salsbury 

corpus plotted with each student’s score. This demonstrates that although some students (such as 

EunHui and Takako) developed in a relatively consistent manner, others (such as Kamal and 

Marta) did not. Marta, for example, made a steady rise to her highest score for mean length of T-

unit (23.077) at collection point five (week 15), but then also made a steady decline, and finished 

at 15.764 words per T-unit. Figure 5.4, which provides the average mean length of T-unit score 

plotted with actual scores for each student in the Verspoor corpus shows a similar pattern. Drika 

and Lysanne, for example, follow a relatively linear trend. Other students, such as Gertruida and 

Braam, however, peak at collection point three, but end with an average of four words fewer per 

T-unit by the final collection point. This suggests that the syntactic development with regard to 

T-unit length use is not strictly linear.  



125 

 

 
Figure 5.3 MLTU (Salsbury) 
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Figure 5.4 MLTU (Verspoor) 

 

Overall, the results with regard to MLTU align with previous (mostly cross-sectional) 

studies (e.g., Ortega, 2003) in that MLTU increased as a function of time spent studying English 
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students spent more time studying, they tended to include more T-units per sentence. Jalil, for 

example, had an average of one T-unit per sentence at the second collection point (week six). As 

shown in Table 5.11, which shows examples of Jalil’s writing near the beginning and the end of 

the year, Jalil tended to use simple and complex sentences (which are comprised of a single T-

unit) but avoided using compound sentences (which include at least two T-units). By collection 

point nine (week 43) she had increased to 1.333 T-units per sentence through the inclusion of 

compound/complex sentences. 

Table 5.11 Examples from the Salsbury corpus: T-units per sentence 
Collection 
point 

Example T-units per 
sentence 

T2  
(Week 6)  

Yesterday is nice day for me because The sky is raining and no 
sunny.  1 

 I like the rain because I remember my country. 1 
   
T9  
(Week 43) 

In your thinking you can not imagine how many people die per 
hour because of smoking and how many person die per day 
because they set in smoking places. 

2 

 If I can do something, the first thing I will do it is ban the 
smoking from all the public places and try to help the people how 
to quit this big problem. 

2 

Note. Examples at each collection point represent contiguous sentences. 
 

Figure 5.6 includes the average score for T-units per sentence plotted with each students’ 

score. This trend was relatively linear for most students, though peaks and valleys did exist (see, 

for example the trajectories of Takako and Kamal). The exception to the general trend was again 

Marta, who at collection points six through eight (weeks 21-34) had her highest number of T-

units per sentence (between 1.5 and 1.7), but then fell to 1.333 at the final collection point. 
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Figure 5.5 T-units per sentence (Salsbury) 
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5.2.3 Research Questions 2b-5b results: Other TAASSC index types 

5.2.3.1 Salsbury corpus results: Other TAASSC index types 

To address research questions 3b-5b, repeated measure analysis of variance (RM 

ANOVA) statistics were used to determine whether a linear relationship existed between time 

studying English and indices of fine-grained clausal complexity, fine-grained phrasal 

complexity, and syntactic sophistication. TAASSC includes 353 indices related to these 

constructs. To meet the expectations of the statistical analyses used to examine the relationship 

between TAASSC indices and time (i.e., repeated measures ANOVA), the nine component 

scores outlined in Chapter 3 were used. All indices demonstrated a roughly normal distribution. 

None of the components demonstrated multicollinearity. See Table 5.12 for descriptive statistics 

for the selected indices. 
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Table 5.12 Salsbury corpus: Mean (standard deviation) for component scores at each collection point 
Index T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Noun phrase 
elaboration 

-0.939 -1.733 -3.061 0.977 0.012 -2.529 -1.018 0.178 4.670 3.442 
(8.905) (4.914) (4.836) (8.651) (5.440) (4.679) (5.219) (3.947) (10.385) (5.531) 

Verb-VAC 
frequency 

4.010 1.555 2.317 -1.001 0.060 1.830 -3.839 -1.188 -0.849 -2.895 
(4.298) (5.004) (3.829) (3.142) (4.543) (2.913) (6.852) (5.695) (8.084) (1.650) 

Nouns as modifiers 
and modifier 
variation 

0.659 -1.984 -0.664 1.848 -0.291 0.557 -0.229 0.727 -0.707 0.083 

(5.207) (1.189) (2.338) (4.139) (2.527) (1.927) (3.164) (1.093) (2.965) (2.375) 

Determiners -2.370 0.842 0.003 0.074 1.248 0.487 0.097 -0.774 -1.395 1.788 
(3.304) (3.606) (3.260) (3.756) (2.289) (3.517) (2.706) (3.917) (4.171) (2.792) 

VAC frequency 
and direct objects 

-0.785 0.686 -0.043 1.025 1.072 0.824 0.165 -2.608 -0.679 0.342 
(1.939) (2.879) (2.622) (3.236) (1.732) (3.258) (1.729) (4.610) (2.404) (1.095) 

Association 
Strength 

0.654 -1.947 -1.412 1.114 -0.294 0.354 0.035 1.369 0.961 -0.834 
(5.187) (1.851) (1.598) (2.733) (1.613) (2.010) (1.871) (2.138) (2.062) (1.426) 

Diversity and 
Frequency 

-0.928 1.405 -0.436 0.405 -0.058 -1.526 -0.070 0.319 -0.008 0.897 
(4.840) (2.711) (1.640) (3.633) (2.998) (2.044) (0.619) (1.569) (2.555) (2.202) 

Possessives 0.101 0.524 1.770 -0.210 0.940 -0.168 0.250 0.281 -1.141 -2.345 
(3.564) (2.880) (4.051) (1.134) (1.389) (1.105) (1.429) (1.093) (1.303) (1.338) 

Frequency 0.689 0.949 0.233 -0.574 0.894 0.877 0.676 -1.115 -0.607 -2.022 
(1.808) (2.259) (2.792) (2.690) (1.309) (2.313) (2.086) (1.829) (2.980) (2.164) 
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RM ANOVA statistics were conducted using the nine TAASSC component indices. The 

results indicated that significant negative linear trends with large effects existed between time 

and verb-VAC frequency (p = .010, η2 
p = .768), and possessives (p = .035, η2 

p = .624). See 

Table 5.13 for a summary of the results. 

Table 5.13 Repeated measure analysis of variance results for TAASSC component indices 
Index F p η2 

p 
Noun phrase elaboration 3.011 .143 .376 
Verb-VAC frequency 16.595 .010* .768 
Nouns as modifiers and 
modifier variation .065 .810 .013 

Determiners 1.107 .341 .181 
VAC frequency and direct 
objects 1.925 .224 .278 

Association Strength .437 .538 .080 
Diversity and Frequency .166 .701 .032 
Possessives 8.282 .035* .624 
Frequency 3.246 .131 .394 
Note. * indicates p < .05 

 

5.2.3.2 Verspoor corpus results: Other TAASSC index types 

To address research questions 2b-5b, repeated measure analysis of variance (RM 

ANOVA) statistics were used to determine whether a linear relationship existed between time 

studying English and indices of fine-grained clausal complexity, fine-grained phrasal 

complexity, and syntactic sophistication. TAASSC includes 353 indices related to these 

constructs. To meet the expectations of the statistical analyses used to examine the relationship 

between TAASSC indices and time, the nine component scores, which are described in Chapter 

3, were used. All indices demonstrated a roughly normal distribution.  None of the components 

demonstrated multicollinearity. See Table 5.14 for descriptive statistics for the selected indices. 
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Table 5.14 Verspoor corpus: Mean (standard deviation) for component scores at each collection 
point 
Index T1 T2 T3 T4 T5 T6 
Noun phrase 
elaboration 

-1.306 2.075 0.948 1.425 -2.110 -1.033 
(3.132) (4.828) (4.201) (5.606) (4.132) (6.186) 

Verb-VAC frequency 5.344 4.177 -0.003 -1.704 -4.557 -3.258 
(4.771) (3.771) (4.656) (1.683) (3.456) (3.158) 

Nouns as modifiers and 
modifier variation 

-0.410 0.144 0.131 -0.463 -0.204 0.801 

(2.857) (2.550) (2.248) (2.805) (2.692) (2.946) 

Determiners -0.841 1.596 0.648 1.271 -1.753 -0.921 
(1.964) (3.760) (3.157) (3.528) (2.156) (2.671) 

VAC frequency and 
direct objects 

2.698 -1.210 0.126 -2.090 -0.444 0.919 
(3.032) (1.902) (2.185) (1.709) (3.301) (2.178) 

Association Strength -1.737 -0.556 1.727 0.816 -0.133 -0.118 
(3.401) (2.514) (1.989) (2.630) (1.513) (2.056) 

Diversity and 
Frequency 

-1.494 -0.689 -0.345 1.491 0.968 0.070 
(2.080) (2.252) (2.464) (1.459) (0.963) (1.415) 

Possessives 0.207 0.293 -0.713 1.667 -0.658 -0.797 
(2.781) (2.851) (1.370) (2.589) (1.439) (1.850) 

Frequency 1.538 0.408 0.226 -1.571 -0.837 0.236 
(1.858) (2.743) (1.075) (2.624) (1.419) (1.486) 

 

Repeated measures analysis of variance (RM ANOVA) statistics were then conducted 

using the nine TAASSC component indices. The results indicated that significant negative linear 

trends with large effects existed between time and verb-VAC frequency (p < .001, η2 
p = .855), 

diversity and frequency (p = .014, η2 
p = .551) and frequency (p = .019, η2 

p = .518). See Table 

5.15 for a summary of the results. 
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Table 5.15 Repeated measure analysis of variance results for TAASSC component indices 
Index F p η2 

p 
Noun phrase elaboration .521 .491 .061 
Verb-VAC frequency 47.295 .000** .855 
Nouns as modifiers and 
modifier variation .260 .624 .031 

Determiners 1.349 .279 .144 
VAC frequency and direct 
objects 1.803 .216 .184 

Association Strength .974 .353 .109 
Diversity and Frequency 9.798 .014* .551 
Possessives .839 .386 .095 
Frequency 8.608 .019* .518 
Note. * indicates p < .05; ** indicates p < .001 

 

5.2.4 Research Questions 2b-5b discussion: Other TAASSC index types 

In order to address Research Questions 3b-6b, RM ANOVA statistics were conducted to 

determine if a linear relationship existed between any of the TAASSC component scores and 

time spent studying English. Significant linear results were observed for three components, 

including the possessives component, the diversity and frequency component, and the frequency 

component. The results varied according to learner corpus, and are discussed in detail below. 

5.2.4.1 Discussion: Verb-VAC frequency 

A significant negative linear trend was observed between time spent studying English and 

the verb-VAC frequency component in both the Salsbury corpus (p = .010, η2 
p = .768) and the 

Verspoor corpus (p < .001, η2 
p = .855). Figure 5.6 and Figure 5.7 show the trends for each index 

included in the component in the Salsbury and Verspoor data, respectively. In both datasets, all 

indices follow a similar trend over time, suggesting component convergence.  
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Figure 5.6 Trends for indices included in the Verb-VAC frequency component (Salsbury) 
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Figure 5.7 Trends for indices included in the Verb-VAC frequency component (Verspoor) 
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315,730.121, which is near the mean. Table 5.16 includes example sentences from Marta, and 

Table 5.17 includes frequency information for each VAC in the examples. Early in the study, 

Marta uses some relatively low-frequency verb-VAC combinations (see examples 1a, 2a, and 3). 

However, she also uses a large percentage of high-frequency verb-VAC combinations (see 

example 1b). By the final collection point, however, Marta’s writing is characterized by lower 

frequency verb-VAC combinations. She still uses high frequency verb-VAC combinations as in 

example 4, but verb-VAC combinations such as those in example 5 are much more common. 

Table 5.16 Examples from Marta, T1 (week 3) and T10 (week 50) 

T1 
(week 3) 

Ex. 1 
(2 VACs) 

 

 Ex. 2 
(2 VACs) 

 

 Ex. 3 
(1 VAC) 

 
   

T10 
(week 50) 

Ex. 4 
(1 VAC) 

 

 Ex. 5 
(2 VACs) 
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Table 5.17 Examples from the Salsbury corpus: Verb-VAC combination frequency 
Collection 
point 

Example Verb VAC Frequency 

T1  
(week 3) Ex. 1a think nsubj-v-ccomp 80,783 

 
 Ex. 1b be nsubj-v-acomp 1,328,596 

 
 Ex. 2a think nsubj-v-ccomp 80,783 
 Ex. 2b put nsubj-v-acomp 10 
 Ex. 3 eat prep_in-nsubj-v-dobj 43 
     
     
T10 
(week 50) Ex. 4 be nsubj-v-acomp 1,328,596 

 Ex. 5a have nsubj-v-dobj 212,970 
 Ex. 5b convince nsubj-v-dobj 321 

 

These results provide support for usage-based theories of language development 

(Behrens, 2009; Ellis, 2002a; Tomasello, 2003). Usage-based theories suggest that frequency is 

the driving force in language learning: More frequently occurring items in the input will be 

learned earlier/more easily than less frequent items. This seems to be evidenced in the results 

across writing types (free writes vs. essays), instructional settings (ESL vs. EFL), and ages 

(middle-school students vs. adults). Learners tend to use more frequent verb-VAC combinations, 

which are hypothesized to be easier to learn, near the beginning of each study, but after exposure 

to English tend to use less frequent verb-VAC combinations, which are hypothesized to be more 

likely to be learned at later stages of development. Previous studies (Ellis & Ferreira-Junior, 

2009b; Lieven et al., 1997) have demonstrated this phenomenon in oral modes, with regard to a 

small set of VACs, and with a small amount of input recorded. This study has indicated that 

usage-based theories of language acquisition are evident in written modes, and across a 

comprehensive set of VACs. This study has also suggested that reference corpus frequencies are 

workable proxies for language learner input (see also Römer et al., 2015, 2014). A strong 



138 

relationship between COCA frequencies and language development was found, suggesting (from 

a usage-based perspective) that the frequency profiles of VACs experienced by the participants 

in each study is comparable to those in COCA.  

Although a significant negative linear trend was observed between time spent studying 

English and the verb-VAC frequency component, individual results varied somewhat for 

individuals in each dataset. Figure 5.8 and Figure 5.9 include individual component scores 

plotted with the mean component score at each time point for the Salsbury and Verspoor corpora 

respectively. This data suggests that although participants generally use less frequent verb-VAC 

combinations, the pattern is not strictly linear, which may be explained by theories related to 

Complex Systems (Larsen-Freeman & Cameron, 2008; Larsen-Freeman, 1997). In the Salsbury 

corpus, for example (see Figure 5.8), pronounced peaks and valleys can be seen in the values for 

each participant. In particular, at collection point one (week 3), Faisal’s scores for the verb-VAC 

frequency component generally follow a negative trend until collection point seven (week 26). 

Between collection points seven and nine, however, his scores rise sharply, followed by a decline 

for collection point ten. Similar (but less pronounced) trends can be found in the Verspoor 

corpus. The component scores for some participants, such as Bram and Drika follow a consistent 

negative trend, but others have scores that are much more erratic. Eike, for example, begins the 

study with component scores near the mean. At the second collection point she reaches a high 

point, followed by her lowest overall component score at collection point 3, after which she 

maintains relatively stable scores. 
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Figure 5.8 Verb-VAC frequency component results (Salsbury) 
 

 
Figure 5.9 Verb-VAC frequency component results (Verspoor) 
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5.2.4.2 Discussion: Diversity and frequency 

In the Verspoor corpus (but not in the Salsbury corpus), a significant positive linear trend 

was observed for the diversity and frequency component (p = .014, η2 
p = .551). Figure 5.10 

shows the trends for each index included in the component. The three TTR indices in the 

component, follow similar positive trends. The index average lemma construction frequency 

(types only), however, followed a negative trend, demonstrating non-convergence in the 

component. Further discussion of this component will focus on the three TTR indices that are 

representative of the component scores.  
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Figure 5.10 Indices included in the diversity and frequency component (Verspoor) 

 

The results suggest that as individuals spend time studying English, they tend to produce 

more diverse VACs, main-verb lemmas, and verb-VAC combinations. At the first collection 

point, participants averaged a VAC TTR of .707, indicating that approximately 30% of VAC 

instances are repeated. Of the 203 VAC instances written by the Dutch students at the first 

collection point, 34.5% of the tokens are nsubj-v-acomp (13.3%), nsubj-v-ncomp (10.8%), or 

nsubj-v-dobj (10.3%), while 42.4% comprise VAC tokens that only occur once. By collection 

-1.5

-1

-0.5

0

0.5

1

1.5

1 2 3 4 5 6

construction	type-token	ratio	- all

main	verb	lemma	type-token	ratio	- all

lemma	construction	combination	type-token	ratio	- all

average	lemma	construction	frequency	(types	only)	- all

Component



142 

point four participants averaged a VAC TTR of .891, indicating that only approximately 11% of 

VAC instances are repeated. Of the 238 VAC tokens written by Dutch students at collection 

point 4, only 14.3% of the tokens are nsubj-v-acomp (6.3%), nsubj-v-ncomp (2.9%), or nsubj-v-

dobj (5.0%), while 61.3% comprise VAC tokens that only occur once. By the final collection 

point, the average drops to .818, indicating that approximately 18% of VAC instances are 

repeated.  Overall, this suggests that as individuals spend time studying English, they tend to rely 

less on “teddy bear” (Ellis & O’Donnell, 2014) VACs such as copular constructions (i.e., nsubj-

v-acomp and nsubj-v-ncomp) and monotransitives (e.g., nsubj-v-dobj) to express their ideas, and 

use a wider variety of VACs. However, this trend was not observed in both corpora, suggesting 

that this finding may be context specific. Future research in this area is warranted.  

Although a significant positive linear trend was observed between time spent studying 

English and the diversity and frequency component, individual results varied somewhat for 

individuals in each dataset. Figure 5.11 includes individual component scores plotted with the 

mean component score at each time point. Some students (e.g., Aart and Braam), follow 

relatively linear positive trends. Others, such as Betje and Gertruida, however, clearly do not.  
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Figure 5.11 Diversity and frequency component results (Verspoor) 
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Figure 5.12 Trends for indices included in the possessives component (Salsbury) 
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for the change in use of possessives is the different registers/genres used in EunHui’s writing. 

During week 3, she discusses her thoughts and feelings regarding daily life as she adjusts to 

living in a new country. During weeks 43 and 50, however, she addresses argumentative topics, 

which she addresses in a less personal manner. What is not clear, however, is whether her shift 

from writing that is more characteristic of fiction to more academic topics is due to an increase in 

proficiency or an unrelated shift in genre. At some points in the study, for example, it is apparent 

that some participants used their free writes as a site for practicing essays that were assigned by a 

teacher. Furthermore, this trend was not observed in the Verspoor corpus, suggesting that this 

finding may be context specific. Future research is warranted in this area. 

Table 5.18 Examples from the Salsbury corpus: Possessives component 
Collection 
point 

Example 

T1 
(Week 3)  

Life style is different to my country. 

 My country's peoples work until on Saturday in the noon so they go to the rest 
place their family together. 

  
T9  
(Week 43) 

In Korea, the educational system has to change from remembering studying to 
finding basic principle system. [no possessives] 

 When the system is changed, a lot of students can have interesting in their 
studying and study much more with their joyful mind. 

  
T10 
(Week 50) 

You can often experience that people smoke in permitted public places. [no 
possessives] 

 What do you feel after watching it? [no possessives] 
 I always felt the smell caused my bad feeling. 
Note. Examples at each collection point represent contiguous sentences written by EunHui. 

 

Although a significant linear trend was observed with regard to the use of pronouns, 

individual results varied. Figure 5.13 comprises the average possessive component scores for 

each collection point plotted with the individual scores. Some students, such as EunHui followed 

a general negative trend in possessive use (though peaks and valley are observed). Others, 
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however, varied widely. During the first collection period (week three), Faisal used no 

possessives, but by the third collection period he (along with Takako) reached his high point in 

possessive use.  

 

 
Figure 5.13 Possessives component results (Salsbury) 

5.2.4.4 Discussion: Frequency 

In the Verspoor corpus (but not in the Salsbury corpus), significant negative linear trends 

were observed for the frequency component (p = .019, η2 
p = .518). Figure 5.14 shows the trends 

for each index included in the component. All component indices follow a relatively similar 

trend over time, suggesting component convergence. 

-6

-4

-2

0

2

4

6

8

1 2 3 4 5 6 7 8 9 10

EunHui Faisal Jalil Kamal Marta Takako Mean



147 

 
Figure 5.14 Trends for indices included in the frequency component (Verspoor) 
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Table 5.19 Examples of main verb use by Fenna in first and last essay 
Essay VAC Main Verb 

Lemma 
Frequency 
(logarithm 

transformed) 
1 When I am at school be 6.808 
 I see my friends see 5.677 
 and then I have a conversation with them have 6.081 
   Mean = 6.189 
    
6 I know know 5.666 
 it makes everyone equal make 5.788 
 and looks really nice look 5.541 
 but I still don't agree agree 4.668 
   Mean = 5.416 
 

Although a significant linear trend was observed for the frequency component in the 

Verspoor corpus, individual results varied. Figure 5.15 comprises the longitudinal results for the 

frequency component with regard to the Verspoor data. Some participants, such as Anneke and 

Fenna, tended to follow a linear negative trend, while considerable peaks and valleys were 

observed for other participants. The lowest frequency component value for Corrie, for example, 

was observed for the second essay, and the lowest frequency component value for Aart was 

observed for the fourth essay.  
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Figure 5.15 Frequency component results (Verspoor) 
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units per sentence demonstrated a significant linear trend with large effects in the Salsbury 

longitudinal corpus, but not in the Verspoor corpus. Writers included more clausal coordination 

in their sentences as they became more proficient in English. These results were somewhat 

surprising in light of previous research that has either found no connection or a negative 

relationship between T-units per sentence and proficiency (Wolfe-Quintero et al., 1998). This 

suggests that this finding for the Salsbury corpus may be due to construct irrelevant factors such 

as writing topic (and bears further investigation). 

5.3.2 Research Question 2b: Fine-grained clausal complexity 

None of the TAASSC component indices feature fine-grained indices of clausal 

complexity prominently, making conclusions regarding the relationship between fine-grained 

clausal complexity and longitudinal growth somewhat difficult. Two indices of clausal 

complexity (nominal complements per clause and adjective complements per clause) were 

included in the verb-VAC component, both of which demonstrated a significant linear trend with 

large effects in both the Salsbury and the Verspoor data. The results suggest that as individuals 

become more proficient users of English, they tend to use fewer copular constructions. This can 

be explained in relation to usage-based theories of language learning (Behrens, 2009; Ellis, 

2002a; Tomasello, 2003), which suggests that frequent constructions will be learned earlier than 

less frequent constructions. Both copular constructions with nominal complements and adjective 

complements are highly frequent in COCA, suggesting that they are frequent in learner input and 

therefore are learned early. Following this supposition, as learners have more exposure to 

linguistic input, they may learn to use less frequent constructions, which may lead to less 

reliance on copular constructions.  
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5.3.3 Research Question 3b: Fine-grained phrasal complexity 

Four of the nine TAASSC indices feature indices of fine-grained phrasal complexity. Of 

these four, only one component index (possessives) demonstrated significant linear trends with 

time spent studying English. This trend was observed only in the Salsbury corpus, and there is 

some evidence to suggest that this trend may have been due to construct irrelevant factors (e.g., 

writing topic). The lack of a strong relationship between proficiency and fine-grained clausal 

complexity is unexpected in light of current theories of academic writing complexity 

development (Biber et al., 2011). Biber et al. hypothesize that writers will move from using 

features of conversation (e.g., finite complement clauses) to features of fiction (e.g., possessives 

as pre-modifiers), and finally to features of academic writing (e.g., phrasal elaboration). Based 

on this hypothesized developmental sequence, we would expect to see a small number of phrasal 

complexity features near the beginning of each longitudinal corpus, moving to writing that is 

characterized by these features near the end. These trends are not evident in either corpus, 

suggesting that either the Biber et al. developmental sequence is inaccurate, the TAASSC 

components are not fine-grained enough to capture the features in the sequence adequately, or 

the development in the Verspoor and Salsbury corpora fall outside the sequence. Future research 

is warranted here. 

5.3.4 Research Question 4b: Syntactic sophistication 

The results indicate a significant linear trend with a large effect for the verb-VAC 

component in both the Salsbury and the Verspoor corpora. The direction of the trend suggests 

that as individuals spend time studying English, they tend to use less frequent verb-VAC 

combinations. This trend supports usage-based perspectives on language learning (Behrens, 

2009; Ellis, 2002a; Tomasello, 2003). Verb-VAC combinations that are more frequent in the 
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input seem to be learned (and used) earlier, while less frequent verb-VAC combinations seem to 

be learned (and used) later. A significant trend was also observed for the frequency component in 

the Verspoor corpus, and similarly a trend with a meaningful effect size (but that did not reach 

significance, likely due to the small sample) was observed in the Salsbury corpus. The direction 

of the trend suggested participants use less frequent items (e.g., main verb lemmas) as they spend 

time studying English. Additionally, in the Verspoor corpus, a significant linear trend with a 

large effect was observed for the diversity and frequency component. The positive trend suggests 

that participants may have learned more VACs, and therefore may have used a wider range of 

VACs as they spent time studying English. This trend was not evident in the Salsbury corpus, 

and therefore more research is needed before they results can be generalized. Overall, the results 

provide supporting evidence for usage-based perspectives. 

5.3.5 Research Question 5b: All TAASSC indices 

Mean length of T-unit and the verb-VAC frequency component demonstrate the largest 

linear trends across the two corpora that varied by educational context, age of learners, and 

register. As individuals spent time studying English (and become more proficient) they tend to 

write T-units that are longer, and also use verb-VAC combinations that are less frequent. These 

results support longstanding theories of writing development (Ortega, 2003; Wolfe-Quintero et 

al., 1998), which suggest that as language learners develop, they will produce more complex 

language.  These results also support the application of usage-based perspectives on language 

learning, which suggest that frequent constructions in the input will be learned earlier/more 

easily, to writing development. See Table 5.20 for the ten strongest effect sizes found in the 

statistical analyses. Other findings, which are outlined above also generally support this finding, 

but were specific to one of the two corpora. 
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Table 5.20 The ten strongest effect sizes across the two longitudinal studies 
Index Corpus p η2

p 
mean length of T-unit Salsbury < .001 0.960 
verb-VAC frequency Verspoor < .001 0.855 
verb-VAC frequency Salsbury .010 0.768 
T-units per sentence Salsbury .023 0.676 
mean length of T-unit Verspoor .005 0.640 
possessives Salsbury .035 0.624 
diversity and frequency Verspoor .014 0.551 
frequency Verspoor .019 0.518 
complex nominals per clause  Salsbury 0.078 0.495 
frequency Salsbury 0.131 0.394 
 

5.3.6 Limitations 

This study had two main limitations that should be considered when interpreting the 

results. The first limitation concerns writing topic. In the Salsbury corpus, English free writes 

were collected from participants. Near the beginning of the year of study, most participants wrote 

free writes about their lives in a new place (that is, they did indeed write free writes in English). 

At various points during the year, however, it was clear that the participants occasionally 

practiced writing argumentative essays (ostensibly based on required work in their writing 

courses), which may have affected the results (i.e., some observed differences in syntactic 

features may be due to genre/topic effects). Additionally, in the Verspoor corpus the six writing 

prompts were not counterbalanced. The topics were relatively similar over the two-year period, 

but may have increased in task complexity, potentially affecting the results. 

The second limitation concerns the analyses conducted. This study sought to find linear 

relationships between particular linguistic variables and language development over time. This 

approach, which is well represented in applied linguistics research, has recently been 

problematized (e.g., Larsen-Freeman & Cameron, 2008; Larsen-Freeman, 1997). An over-

arching assumption of linear approaches is that language development with regard to such 
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linguistic variables (e.g., complex or infrequent syntactic/lexicogrammatical structures) is linear. 

Another assumption that tends to be made in linear approaches is that the development and/or 

use of particular linguistic features occurs independently of other features (both linguistic and 

otherwise). While significant linear trends with large effect sizes were observed with regard to 

some syntactic variables (e.g., verb-VAC frequency), the results may suppress the variability that 

exists between participants. Thus, a useful future approach would be to adopt a complex adaptive 

systems perspective (Larsen-Freeman & Cameron, 2008; Larsen-Freeman, 1997). Such a 

perspective may better explain both individual variability in syntactic development and the 

factors which contribute to this variability. 

A third limitation is the size of the corpora explored. Each learner corpus was quite small. 

The Salsbury corpus includes writings from six participants, while the Verspoor corpus includes 

essays from nine students. As such, the generalizations that can be made about language learning 

in terms of syntactic complexity and sophistication may be limited.  

5.3.7 Future directions 

Future research should represent principled replications of the analyses conducted in this 

study in other writing and learning contexts to determine how stable the findings are. 

Additionally, every effort should be made to control for construct irrelevant variables (such as 

writing topic). Furthermore, the principled use of micro-features (as opposed to component 

scores) may be a rich area for investigation to determine the precise structures that emerge as 

students write longer T-units. 

6 Conclusion and Outlook 

This goal of this dissertation project was to supplement and refine our understanding of 

syntactic development in writing by developing and testing new indices of syntactic development 
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following recent discussions in the field. To this end, fine grained clausal and phrasal indices 

were developed based on recent work the nature of syntactic complexity (Biber et al., 2011; 

Norris & Ortega, 2009) along with frequency-based indices that draw on usage-based 

perspectives (Ellis, 2002a; Goldberg, 1995; Tomasello, 2003). These indices, in addition to the 

traditional indices of syntactic complexity were used to analyze syntactic development across 

TOEFL writing proficiency scores and two longitudinal corpora. A number of developmental 

trends were observed, some of which were stable across all datasets, but others were restricted to 

only one or two of the datasets. A summary of the outcomes and findings of this dissertation is 

provided below.  

6.1 The Tool for the Automatic Analysis of Syntactic Sophistication and Complexity 

An important outcome of this dissertation is the release of the Tool for the Automatic 

Analysis of Syntactic Sophistication and Complexity (TAASSC). Chapter 3 described the indices 

included in TAASSC, which comprise the 14 indices measured by Lu’s (2010, 2011) Syntactic 

Complexity analyzer, 31 fine-grained indices or clausal complexity, 132 fine-grained indices of 

phrasal complexity, 190 usage-based indices of syntactic sophistication, and nine component 

indices. These indices are based on and draw heavily from previous research (e.g., Biber et al., 

2011; Bulté & Housen, 2012; Ellis & Ferreira-Junior, 2009b; Gries et al., 2005; Norris & Ortega, 

2009; Wolfe-Quintero et al., 1998), and their implementation is possible due to recent advances 

in natural language processing (Chen & Manning, 2014; de Marneffe et al., 2006). TAASSC 

requires no programming knowledge, works on a variety of operating systems, and is freely 

available at http://www.kristopherkyle.com/taassc.html. It is hoped that TAASSC will benefit the 

research community and further work in the area of syntactic development.  
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TAASSC may be particularly useful for researchers testing theories of language 

development generally and writing development specifically (e.g., Biber et al., 2011; Ellis, 

2002a; Norris & Ortega, 2009). TAASSC is particularly well suited for learner corpus research 

(e.g, Granger et al., 2009; Granger & Leech, 2014), in that large collections of learner texts can 

be analyzed with regard to syntactic features in a short amount of time and at no cost. TAASSC 

indices may also be of particular use in language assessment contexts. For example, TAASSC 

indices of syntactic complexity and sophistication may increase construct coverage of existing 

automatic essay scoring systems (e.g., Attali & Burstein, 2006). TAASSC indices could also be 

used in conjunction with other freely available text analysis tools such as the tool for the 

automatic analysis of lexical sophistication (TAALES) (Kyle & Crossley, 2015) and the tool for 

the automatic analysis of cohesion (TAACO) (Crossley, Kyle, & McNamara, 2016, 2015) to 

create new essay scoring models.  In addition to modelling syntactic development directly, 

TAASSC indices may also prove useful in analyzing the effects of writing task types on test-

taker production (e.g., Ramineni, Trapani, Williamson, Davey, & Bridgeman, 2012; Weiwei 

Yang, Lu, & Weigle, 2015). Furthermore, TAASSC indices may be beneficial in rater cognition 

studies (e.g., Eckes, 2008, 2012) to compare survey-based rater bias models with textual 

features. TAASSC indices may also prove useful in intelligent tutoring systems (ITS) such as W-

PAL (Crossley, Allen, & Mcnamara, in press) by providing focused syntactic feedback. 

TAASSC indices may also be useful to corpus linguists and/or sociolinguists interested in 

studying diachronic language change (e.g., Kulick, Kroch, & Santorini, 2014; Nevalainen, 2013) 

and/or synchronic language variation (Biber & Conrad, 2014; e.g., Friginal & Hardy, 2013; 

Grieve, Biber, Friginal, & Nekrasova, 2010). TAASSC indices may also be useful for controlling 

for syntactic differences in language stimuli for psychological and psycholinguistic studies 
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(Harley, 2013). These are but a few examples of the applications of TAASSC indices. In short, 

TAASSC indices may be useful for anyone interested in syntactic features of written texts. In 

this project, TAASSC was used to explore the relationship between syntactic features and 

language development. A summary of these findings can be found below. 

6.2 Summary of Findings  

6.2.1 Research Question 1: Syntactic complexity analyzer indices 

What is the relationship between the Syntactic Complexity Analyzer indices and  

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

The results indicated that there was a significant (but weak) positive relationship between 

mean length of clause and holistic writing scores of writing proficiency, suggesting that higher 

rated essays tend to include longer clauses. This aligns with previous studies, such as Lu (2010, 

2011), who found that mean length of clause increased across university levels. This relationship, 

however, was significantly weaker than the relationship between holistic scores of writing 

proficiency and indices of fine-grained phrasal complexity and indices of syntactic 

sophistication. Furthermore, the relationship between mean length of clause and writing 

development was not observed in either of the longitudinal corpora, suggesting that the 

predictive nature of the mean length of clause index is not independent of tasks such as high-

stakes timed writing assignments, low-stakes timed writing assignments, and freewrites. 

The longitudinal results indicated a significant positive relationship with a large effect 

between mean length of T-unit and time in both corpora. This suggests that as individuals spend 

time studying English (and become more proficient writers), they tend to write longer T-units. 

By and large, this aligns with previous findings (Lu, 2011; Ortega, 2003; Wolfe-Quintero et al., 
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1998). At least two questions remain with regard to these results, however. First, based solely on 

the mean length of T-unit index, it is unclear what syntactic structures are being produced to 

increase T-unit length. The second regards the extent to which the mean length of T-unit index is 

predictive across writing tasks and contexts, given the lack of a relationship between mean 

length of T-unit and holistic scores of writing proficiency.   

6.2.2 Research Question 2: Fine-grained clausal complexity indices 

What is the relationship between fine-grained indices of clausal complexity and 

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

The results indicated that there was a significant (but weak) relationship between fine-

grained indices of clausal complexity and holistic scores of writing proficiency. The results 

suggest that higher proficiency essays tend to include more non-finite clauses (such as infinitive 

and gerund clauses) and a wider range of dependents per clause. The relationship between fine-

grained indices of clausal complexity and holistic scores of writing proficiency was significantly 

weaker than the relationship between writing proficiency and fine-grained indices of phrasal 

complexity. This finding generally supports Biber et al.’s (2011) assertion that phrasal 

complexity (not clausal complexity) is a feature of academic writing. The relationship between 

writing proficiency and fine-grained indices of clausal complexity was also significantly weaker 

than the relationship between writing proficiency and indices of syntactic sophistication. This 

finding generally supports usage-based theories of language development (e.g., Ellis, 2002), 

which posit that frequency (and not complexity) is a key component of development. 

The results between fine-grained indices of clausal complexity and longitudinal 

development were also weak. Two fine-grained indices of clausal complexity related to the use 
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of copular constructions (nominal complements per clause and adjective complements per 

clause) were included in the verb-VAC frequency component, which demonstrated a negative 

linear trend over time with a large effect. This suggests that as individuals spend time studying 

English (and become more proficient writers) they tend to use fewer copular constructions. This 

finding may be more closely related to sophistication than complexity however, in that copular 

constructions tend to be highly frequent in COCA. Following usage-based perspectives 

(Behrens, 2009; Ellis, 2002a; Tomasello, 2003), this finding would suggest that individuals learn 

copular constructions at early stages of development, and use them less heavily as they become 

more proficient and are more likely to use less frequent constructions. 

Overall, only weak relationships were found between fine-grained indices of clausal 

complexity and writing development. These results support Biber et al.’s (2011) assertions that 

clausal complexity is not a feature of academic writing. 

6.2.3 Research Question 3: Fine-grained phrasal complexity indices 

What is the relationship between fine-grained indices of phrasal complexity and  

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

The results indicated that there was a significant relationship with a medium effect size 

between fine grained indices of phrasal complexity and holistic scores of writing proficiency. 

The results suggest that higher proficiency essays tend to include more dependents, and 

specifically more prepositions per object of the pronoun, a wider range of dependents per 

nominal subject and direct object, non-pronominal direct objects with more dependents, and 

more pronominal direct objects. These results generally support Biber et al.’s (2011) 

hypothesized developmental scale, which suggests that as individuals become more proficient, 
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their writing will be characterized by noun phrase complexity (which is a feature of academic 

writing).  

The results from the longitudinal studies indicate that of the four TAASSC components 

that feature fine-grained indices of phrasal complexity, only one (the possessives component) 

demonstrated a significant linear trend with time. Furthermore, the possessives component only 

demonstrated a significant linear trend in the Salsbury corpus, suggesting that Biber et al.’s 

(2011) findings may only be applicable to holistic writing proficiency scores in timed, 

argumentative essays, but not to the EFL and ESL longitudinal corpora analyzed in this study. 

The longitudinal results generally suggest that Biber et al.’s (2011) hypothesized developmental 

scale may be inappropriate for the contexts and writing tasks represented (i.e., untimed, 

unstructured free writes by adult ESL learners and untimed, descriptive essays written by 

middle-school EFL students). The conflicting results between the TOEFL writing proficiency 

corpus and the longitudinal corpora warrant further research to determine the validity of Biber et 

al.’s proposed developmental scale across contexts. 

6.2.4 Research Question 4: Indices of syntactic sophistication 

What is the relationship between usage-based indices of syntactic sophistication 

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

The results indicated that there was a significant relationship with a medium effect 

between indices of syntactic sophistication and holistic scores of writing proficiency. The results 

suggest that higher proficiency essays tend to include less frequent VACs, a higher VAC type-

token ratio, and verb-VAC combinations that are more strongly associated. These findings 

suggest that individual first learn (and use) a small number of frequent VACs at early proficiency 
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levels and likely use a wide variety of verbs that may not always be appropriate. As learners 

develop, their cumulative language experiences allow them to learn (and use) less frequent 

VACs while also learning which verbs tend to fit with particular VACs. This interpretation of the 

results supports usage-based perspectives of language learning (Behrens, 2009; Ellis, 2002a; 

Tomasello, 2003) and suggest that a) usage-based perspectives are applicable to a wide range of 

VACs, b) usage-based perspectives apply to writing development, and c) indices of syntactic 

sophistication, which are based on usage-based perspectives, can be used to model essay scores. 

Overall, the longitudinal results support the findings related to holistic essay scores of 

writing proficiency. The verb-VAC frequency component demonstrated a significant negative 

linear trend with a large effect in both longitudinal corpora. The results suggest that as 

individuals spend time learning English (and become more proficient) that they tend to use less 

frequent verb-VAC combinations, which supports usage-based perspectives. Other components 

related to syntactic sophistication also supported these trends, including the frequency 

component and the frequency and diversity component in the Verspoor corpus, but significant 

trends were not found for these components in the Salsbury corpus. 

One point of departure between the TOEFL writing proficiency corpus and the 

longitudinal corpus with regard to indices of syntactic sophistication was the role of verb-VAC 

strength of association measures. In the TOEFL writing proficiency corpus, these indices played 

an important role, while in the longitudinal corpora no significant and/or meaningful trend was 

observed with regard to the association strength component. One explanation for this may be that 

there is no overlap in the verb-VAC strength of association predictor indices in the TOEFL study 

and the indices included in the association strength component, leading to varying results. 

Another explanation for this may be a difference in proficiency levels between the TOEFL 
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writing proficiency corpus and either longitudinal corpus. Individuals’ verb-VAC combination 

sensitivities may not have reached a point at which they begin to use strongly associated verb-

VAC combinations regularly. This is an area for future work. 

6.2.5 Research Question 5: All TAASSC indices 

What is the relationship between all syntactic development indices included in TAASSC and  

a. holistic scores of writing proficiency? 

b. longitudinal writing development? 

 The results indicated that a significant predictor model with a medium effect included 

fine-grained indices of clausal complexity, fine-grained indices of phrasal complexity, and 

indices of syntactic sophistication. Of the 34.2% of the variance in holistic scores of writing 

proficiency explained by the model, the largest variance was explained by fine-grained indices of 

phrasal complexity (17.6%), followed closely by indices of syntactic sophistication (15.5%). 

Fine-grained indices of clausal complexity explained the least amount of the variance (1.0%), 

and no traditional indices of syntactic complexity were included in the model. These results, 

along with the cumulative results of the other TOEFL writing proficiency studies conducted as 

part of this dissertation, generally support both Biber et al.’s (2011) hypothesized developmental 

scale and usage-based perspectives on language learning. From the phrasal complexity 

perspective, the results suggest that as writers become more proficient, their writing is 

characterized by complex noun phrases, which is a feature of academic writing (Biber et al., 

2011). From a usage-based perspective, the results suggest that individuals learn (and use) VACs 

that occur frequently in the input at earlier stages of proficiency, and as they become more 

proficient they learn (and use) less frequent VACs in addition to the frequent ones (e.g., Ellis, 

2002a). The results also suggest that as learners become more proficient writers, they tend to 
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become more sensitive to the verbs that are strongly associated with particular VACs and use 

strongly associated verb-VAC combinations more often. 

 The longitudinal results generally support the TOEFL writing proficiency findings with 

regard to indices of syntactic sophistication, further supporting usage-based perspectives of 

language learning (Behrens, 2009; Ellis, 2002a; Tomasello, 2003). The longitudinal results 

diverge, however, with regard to both the traditional indices measured by the Syntactic 

Complexity Analyzer (Lu, 2010, 2011) and fine-grained indices of phrasal complexity. In both 

longitudinal corpora, mean length of T-unit demonstrated positive linear trends with strong 

effects. These results diverge from the TOEFL writing proficiency results, but generally align 

with the bulk of studies that have used the index to measure syntactic growth (Lu, 2010; Ortega, 

2003; Wolfe-Quintero et al., 1998). It appears clear that as writers become more proficient, they 

tend to write longer T-units. Syntactic elaboration is not explicitly included as a TOEFL rubric 

descriptor, which may explain the lack of a relationship between T-unit length and holistic scores 

of writing proficiency. No linear relationship was observed between fine-grained indices of 

phrasal complexity and time, despite being the strong predictor of holistic writing proficiency 

scores. These results bear further investigation to determine why raters appear to value phrasal 

sophistication as an indicator of proficiency, but phrasal complexity development was not 

observed in either of the longitudinal datasets. 

6.2.6 Summary of findings 

Across the cross-sectional (TOEFL independent essays) and longitudinal (Salsbury 

corpus and Verspoor corpus) datasets, both convergence and divergence was observed. The 

strongest and most constant finding across datasets was the relationship between indices of 

syntactic sophistication and language development. In all three datasets, verb-VAC combination 



164 

frequency demonstrated a negative relationship with language proficiency/development. As 

learners became more proficient writers/language users, then tended to use less frequent verb-

VAC combinations. This finding generally supports usage-based theories of language 

development (e.g., Behrens, 2009; Ellis, 2002; Tomasello, 2003), and extends previous L2 

usage-based findings in aural/oral modes (e.g., Ellis & Ferreira-Junior, 2009b) to writing 

development. Another strong finding, which was observed in both longitudinal datasets (but not 

in the cross-sectional TOEFL data), was the positive relationship between mean length of T-unit 

(MLTU) and language development. In both the Salsbury corpus and the Verspoor corpus, 

writers wrote longer T-units as they became more proficient in English. These longitudinal 

results support a number of previous cross-sectional and longitudinal studies (c.f., Knoch et al., 

2014; e.g., Lu, 2011; Ortega, 2003).  

 Other results were dataset specific. Fine-grained indices of noun-phrase complexity, for 

example, were the strongest predictors of writing quality in the cross-sectional TOEFL 

independent essay dataset. TOEFL independent essays that included more noun-phrase 

elaboration (and in particular more dependents per object of the preposition) tended to earn 

higher scores. These results were not observed in either of the longitudinal corpora. Future 

research is warranted to explore the degree to which these differences are due to variables such 

as task type and writing context. 

6.3 Contributions 

This dissertation project has two main contributions to the field of applied linguistics. 

The first contribution is that it has tested multiple theories of syntactic development both cross-

sectionally and longitudinally. The results support usage-based theories of language acquisition 

(e.g., Behrens, 2009; Ellis, 2002a; Tomasello, 2003) with regard to the development of verb 
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argument constructions. In all three datasets, a negative relationship between language 

proficiency and verb-VAC combination frequency, suggesting that as learners experience more 

language input, they learn (and use) less frequent verb-VAC combinations. Additionally, some 

support was found for Biber et al.’s (2011) developmental scale in that phrasal complexity 

features were positively correlated with writing proficiency (in the cross-sectional TOEFL 

dataset), and clausal complexity features were not particularly predictive of writing proficiency. 

The second contribution of this dissertation project is the development and release of the 

Tool for the Automatic Analysis of Syntactic Sophistication and Complexity (TAASSC). 

TAASSC is freely available, easy to use, and works on all major operating systems (Windows, 

Mac OSX, and Linux) making it accessible to a wide range of researchers. TAASSC allows for 

the replication of this study using any written dataset a researcher desires to use (provided texts 

are formatted in plain .txt files). TAASSC also includes frequency and strength of association 

norms for all of the verb-argument constructions in the Corpus of Contemporary American 

English (Davies, 2009), which may prove to be of particular interest to corpus linguists.  

Additionally, the release of TAASSC should enable developers of automatic scoring systems 

(AES) and automatic writing evaluation (AWE) to both increase construct coverage and provide 

more detailed writing feedback. 

6.4 Implications 

The findings of this dissertation project have important implications for second language 

acquisition, writing assessment, and second language pedagogy.  

6.4.1 Second language acquisition 

First, the findings support usage-based theories of language learning (e.g., Behrens, 2009; 

Ellis, 2002a; Tomasello, 2003), which suggest that frequency is the driving force in language 
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learning. Usage-based theories of language learning have previously been explored in L1 and L2 

contexts with regard to aural/oral modes and with regard to a small set of verb-argument 

constructions. This study has extended these findings to a large set of VACs and to writing 

development. Second, the results also provide some support for Biber et al.’s (2011) proposed 

developmental scale, which suggests that as writers develop, they move from using features of 

oral communication (e.g., clausal subordination) to features of academic writing (e.g., phrasal 

complexity/elaboration).  

6.4.2 Writing assessment 

The findings also have important implications for writing assessment. In particular, the 

results suggest that rating scales should include descriptors related to lexico-grammatical 

language features. This is appropriate in light of the finding that a consistent relationship was 

observed between writing development/proficiency and lexico-grammatical features (i.e., verb-

VAC frequency). Additionally, rating scales for academic writing tasks (i.e., TOEFL 

independent essays) should also include descriptors related to noun phrase complexity. This is 

appropriate in light of the finding that noun phrase complexity was the strongest predictor of 

holistic scores of writing proficiency with regard to TOEFL independent essays. Furthermore, 

the results suggest that including features such as noun phrase complexity indices and indices 

related to verb-VAC frequency and strength of association in automatic essay scoring systems 

may increase construct coverage. 

6.4.3 Second language pedagogy 

The findings also have tentative implications for second language pedagogy. First, the 

results support the notion that learners’ sensitivity to input frequency goes beyond single 

vocabulary items (e.g., Ellis, 2002). It may be beneficial to teach verb-VAC combinations, both 
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explicitly and explicitly in addition to teaching vocabulary and grammar. A particularly helpful 

resource for such an approach is  reported byLittlemore (2009), who suggested a number of 

practical ways to teach in a manner that is consistent with usage-based theories of language 

learning and cognitive grammar. Additionally, academic writing pedagogy may benefit from a 

focus on noun-phrase elaboration, which has been shown to be a feature of both advanced 

academic writing (Biber et al., 2011) and high scoring TOEFL independent essays in this project. 

6.5 Limitations 

As with most studies, the studies that comprise this dissertation have a number of 

limitations. First, the samples sizes (especially in the longitudinal corpora) were quite small, 

which may limit the generalizations that can be made. Another important limitation of the 

longitudinal studies was the (lack of) consistency in writing prompts across collection points. In 

the Salsbury corpus, participants wrote “free-writes”, which may have included writing samples 

that represent a range of registers/genres. Additionally, the writing tasks in the Verspoor corpus 

were not counterbalanced (though they were on similar topics), which may have affected the 

linguistics features produced in each set of essays. 

Another limitation that could be addressed in future studies is the reference corpus that 

was used as a proxy for linguistic input. While the Corpus of Contemporary American English 

(COCA; Davies, 2009) may be representative of an American, adult L1 English user’s language 

experiences, it is likely not representative of the varied input to which a language learner is 

exposed. A fruitful exercise may be to first determine a systematic method for modelling the 

types of input a typical language learner receives (if a “typical” language learner exists). A 

second step would then be to collect such a corpus and use it to obtain the types of frequency 

norms obtained from COCA for this dissertation. 
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Furthermore, the definition of a verb argument construction was largely determined based 

on the features analyzed by the Stanford Neural Network Dependency Parser (Chen & Manning, 

2014). While this approach was straightforward and likely reduced error rates, it is possible that 

distinctions between VACs were made that were not appropriate. For example, a VAC (e.g., 

subject-verb-object) that includes a subordinating conjunction (i.e, because) was counted as a 

separate VAC type from its non-subordinated counterpart. Future research may work to 

problematize and improve upon the definition of VACs used in this study. One such approach 

would be to use a resource such as the grammar patterns found in Hunston and Francis (2000). 

Another potentially useful approach would be to determine a verb similarity threshold for 

combining two VACs with similar verb occupancy profiles. If, for example, subordinated and 

un-subordinated subject-verb-object constructions included similar verb frequency profiles, it 

may be appropriate to combine them.  

Additionally, the use of computational tools for L2 language analysis has some 

limitations. While computational tools have a number of advantages for such a task, they are not 

without fault. Studies have shown that the Stanford Neural Network Dependency Parser, which 

was used in this dissertation, achieves approximately 90% labeling accuracy with well-formatted 

and edited texts (such as newspaper and magazine articles; Chen & Manning, 2014). While we 

are fairly confident in the results of the study, the accuracy of the parser is likely less accurate 

with learner texts, which introduces a certain amount of noise. 

6.6 Outlook 

Over the past twenty years, natural language processing technology has steadily 

advanced. Although some applied linguists have been involved with and leveraged these 

advancements (Biber, 1988; Lu, 2011; MacWhinney & Snow, 1990; McNamara et al., 2010; 



169 

O’Donnell & Ellis, 2010), by and large, second language acquisition (SLA) researchers have not 

done so. Computational methods in general, and syntactic parsers in particular are not perfect, 

but they have been improving at a consistently rapid pace (Chen & Manning, 2014; de Marneffe 

et al., 2006; Klein & Manning, 2003). This improvement has led to analysis techniques that rival 

(and in some cases surpass) the reliability of humans (Attali & Burstein, 2006) while using a 

fraction of the resources (Higgins et al., 2011; Lu, 2010). It is hoped that second language 

researchers will increasingly explore the degree to which computational analyses may (or may 

not) aid in addressing important questions in the field. By problematizing and improving upon 

tools that already exist, second language researchers can help to mold (and create) tools that are 

designed specifically for the needs of such researchers. 
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APPENDICES  

Appendix A: TOEFL Independent Essay Rubric 

 
 

4

3

2

1

0

A response at this level is generally good in selecting the important information from the lecture
and in coherently and accurately presenting this information in relation to the relevant information
in the reading, but it may have minor omission, inaccuracy, vagueness, or imprecision of some
content from the lecture or in connection to points made in the reading. A response is also scored
at this level if it has more frequent or noticeable minor language errors, as long as such usage
and grammatical structures do not result in anything more than an occasional lapse of clarity or in
the connection of ideas.

A response at this level contains some important information from the lecture and conveys some
relevant connection to the reading, but it is marked by one or more of the following:

● Although the overall response is definitely oriented to the task, it conveys only vague, global,
unclear, or somewhat imprecise connection of the points made in the lecture to points made 
in the reading.

● The response may omit one major key point made in the lecture.

● Some key points made in the lecture or the reading, or connections between the two, may 
be incomplete, inaccurate, or imprecise.

● Errors of usage and/or grammar may be more frequent or may result in noticeably vague
expressions or obscured meanings in conveying ideas and connections.

A response at this level contains some relevant information from the lecture, but is marked by sig-
nificant language difficulties or by significant omission or inaccuracy of important ideas from the
lecture or in the connections between the lecture and the reading; a response at this level is
marked by one or more of the following:

● The response significantly misrepresents or completely omits the overall connection between
the lecture and the reading.

● The response significantly omits or significantly misrepresents important points made in 
the lecture.

● The response contains language errors or expressions that largely obscure connections or
meaning at key junctures, or that would likely obscure understanding of key ideas for a reader
not already familiar with the reading and the lecture.

A response at this level is marked by one or more of the following:

● The response provides little or no meaningful or relevant coherent content from the lecture.

● The language level of the response is so low that it is difficult to derive meaning.

A response at this level merely copies sentences from the reading, rejects the topic or is other-
wise not connected to the topic, is written in a foreign language, consists of keystroke characters,
or is blank.

5

Score

A response at this level successfully selects the important information from the lecture and coher-
ently and accurately presents this information in relation to the relevant information presented in
the reading. The response is well organized, and occasional language errors that are present do
not result in inaccurate or imprecise presentation of content or connections.

Task Description
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