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ABSTRACT

Membrane bound ion pumps have long been studied in a housekeeping role, and it is well known that they play a major part in creating the ionic gradients which determine the electrical excitability in a cell. Recent work has begun to highlight other, more direct roles for ion pumps in rhythm generation and information processing. As many pumps obtain energy for active ion transport from adenosine triphosphate (ATP) hydrolysis, they can exchange ions in an electrically asymmetric manner, generating an outward current, which along with ion channel currents, drives the membrane potential of the cell. Membrane potential is a major determining characteristic for how information is transferred between neurons, and so in persistently active excitable cells, pumps can provide a considerable contribution to neuron dynamics. Specialized networks of neurons and non-neural cells which drive rhythmic behaviors such as breathing and locomotion, must robustly produce useful patterns for the animal under dynamic behavioral goals in a highly variable environment. Here we will focus on two well-studied classes of ATPase pumps (the plasma membrane calcium ATPase pump (PMCA) and the sodium-potassium ATPase pump (Na⁺/K⁺ pump)) and investigate the role of these pumps in two rhythm generating biological subsystems with a combination of modeling and experimental approaches. In a model of a leech heartbeat central pattern generator, we demonstrate how the neuromodulator myomodulin can regulate the temporal properties of rhythm generation through effects on the hyperpolarization-activated current and the Na⁺/K⁺ pump current, and discuss the benefits of modulators which target multiple currents. With this model, we also show how synaptic inhibition can support a functional pattern when pump current is downregulated. Then, in a model of interstitial cells of Cajal (ICC) in the muscular syncytium of the intestinal walls, we demonstrate that due to the importance of complex intracellular calcium oscillations in the
generation of ICC rhythms, the PMCA pump can play a major role in regulating the temporal properties of rhythm generation. We discuss rhythm generation mechanisms in both systems and predict parameter domains of multistability which correspond to both functional and pathological states of rhythm generation.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
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<tbody>
<tr>
<td>CPG</td>
<td>Central Pattern Generator</td>
</tr>
<tr>
<td>HN</td>
<td>Leech Heart Interneuron</td>
</tr>
<tr>
<td>HCO</td>
<td>Half Center Oscillator</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine triphosphate</td>
</tr>
<tr>
<td>PMCA</td>
<td>Plasma membrane calcium ATPase</td>
</tr>
<tr>
<td>ICC</td>
<td>Interstitial cells of Cajal</td>
</tr>
<tr>
<td>ER</td>
<td>Endoplasmic Reticulum</td>
</tr>
<tr>
<td>PU</td>
<td>Pacemaker Unit (here referring to ICCs)</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

There are a number of critical functions performed by animals which rely on the production and maintenance of rhythmic patterns. Breathing, locomotion, digestion, and circulation all require robust rhythm generation and regulation to ensure the survival of an organism. Networks of rhythm generating neurons known as central pattern generators (CPGs) drive these functions. In a chaotic, highly variable environment like the one we inhabit, behavioral goals are constantly in flux, and the neurons of a CPG must maintain or modify their functions accordingly. This can be accomplished through feedback from sensory systems or central modulation of the CPG circuits.

However, processes which modulate or coregulate membrane currents can push electrically excitable cells near the limits of the dynamical characteristics which allow them to produce functional activity. Modulation must be carefully managed (Harris-Warrick & Johnson 2010). Even small changes to the biophysical properties of a cell can result in dynamical states such as silence or multistability (Malashchenko et al. 2011, Barnett et al. 2013, Ellingson et al. 2019). Multistability is a phenomenon in which a dynamical system is capable of producing distinctly different patterns given the same parameters due the presence of multiple attractors, and it has been identified in a variety of neuronal systems (Marin et al. 2013, Barnes et al. 1997, Newman & Butera 2010). While some multistable regimes are functional, others lurk below the surface in the dynamics and represent pathological states if they are realized.

To study the effects of modulation, we can represent neurons and neural networks as dynamical systems and use these biophysical models to simulate neural behavior under varying conditions. Biophysical models are approached reductively, in that one must have an understanding of the physical principles of the smaller pieces of the physical system first. These pieces can then be
incorporated into a set of differential equations, and the entire model can be studied as a
dynamical system. Models are ultimately hypotheses about the way a system works. We
combine elements of our basic understanding and test whether that understanding is capable of
capturing complex behaviors observed in real systems with many interacting subsytems. Models
can serve as a check on hypotheses about the functioning of smaller components and also predict
the effects of perturbations to a real system.

In the modeling of electrically excitable cells such as neurons, the physical subsystems of
interest typically include ion channels and metabolic process. Ion channels are transmembrane
proteins which can open or close to allow or facilitate the exchange of ions across the membrane
directly depending on factors such as membrane potential or chemical ligand binding. Common
ion channels in neurons include those permeable to Na\(^+\), K\(^+\), Ca\(^{2+}\) or Cl\(^-\), with all playing a role in
the generation of action potentials. Single channel recordings suggest that ion channel opening
and closing is a stochastic process, so in whole cell biophysical models, channel activation states
are often modeled with Boltzmann or Hill functions. Another important class of transmembrane
proteins are the ATPase ion pumps. Rather than being activated by chemical ligands or
membrane voltage, these pumps utilize the energy from ATP hydrolysis to actively transport ions
across the membrane.

In this dissertation I will present modeling and experimental work performed in two different
bioelectrical pattern generating systems, and highlight roles played by two types of ATPase
pumps in generating, maintaining, and regulating those patterns.

1.1 ATPase Pumps

Ion pumps have long been studied in a housekeeping role, and it is well known that they
play a major part in regulating the ionic gradients which determine the electrical excitability in a
cell. By pumping ions against their electrochemical gradient, these pumps stabilize the resting membrane potential and regulate cell volume through osmolarity. Recent work has begun to highlight other, more direct roles for ion pumps. As these pumps obtain energy for active transport from ATP, they can exchange ions in an electrically asymmetric manner, generating a membrane current, which along with ion channel currents, drives the membrane potential of the cell. Membrane potential is a major determining characteristic which determines how information is transferred between neurons, and so in sensitive excitable cells, pumps can be major contributors to neuron dynamics. Even for pumps where ion transport is electrically equitable, the change they create in ionic gradients can have effects on the driving force of currents carrying those ions, the reversal potential, or metabolic functions. Here we will focus on two well-studied classes of membrane bound ATPase pumps: the plasma membrane calcium ATPase pump (PMCA) and the sodium-potassium ATPase pump (Na⁺/K⁺ pump). The PMCA pump is a protein which utilizes energy from the hydrolysis of ATP to move calcium ions from the cytosol across the cell membrane into the extracellular space. It works slowly, but has a high binding affinity for calcium, making it well suited for a slow but consistent extrusion of intracellular calcium, even at low concentrations. The Na⁺/K⁺ pump is a crucial piece of many cellular systems. It utilizes the energy from ATP to move K⁺ into the cell while moving Na⁺ out of the cell at a ratio of two K⁺ ions to three Na⁺ ions. This helps to stabilize a cell’s resting membrane potential, regulate cell volume through osmolarity, and serves a particularly important role in neurons by “winding up” the ionic gradients for explosive Na⁺ entry during an action potential. The housekeeping roles for these pumps have been well established, but some studies emphasize that these pumps can also be modulated and even play a role in information processing (Tobin & Calabrese 2005, Forrest 2014).
1.2 Interstitial Cells of Cajal in the Mammalian Small Intestinal Syncytium

In the mammalian intestine, motor patterns are paced by a network of interstitial cells of Cajal (ICCs) which are electrically coupled one another and to the smooth muscle cell in a large excitable syncytium. First described by Santiago Ramon y Cajal, they are the source of the electrical slow waves which propagate through the intestinal wall and drive smooth muscle contraction. Two types of interstitial cells of Cajal are recognized in the small intestine: the myenteric (ICC-MY) and deep muscle plexus (ICC-DMP). Both have been shown to undergo internal calcium oscillations, but those in ICC-DMP occurs at a lower frequency and ICC-DMP are incapable of producing slow wave activity independently (Sanders et al. 2006). Studies in the 1980s detailed that the source of electrical slow waves was a plane within the intestinal walls, and that removal of cells from this area completely eliminated slow waves (Sanders et al. 2006). Double electrode recordings confirmed by optical experiments with fluorescent calcium dyes showed that the smooth muscle coupled to the interstitial cells of Cajal displayed slow waves later than the interstitial cell itself (Kito et al. 2003, Hennig et al. 2004). Later it was shown that neutralizing receptor tyrosine kinase Kit resulted in gastric emptying disorders, and loss-of-function mutations in the dominant white spotting (W) locus upon which Kit is encoded resulted in a failure to develop interstitial cells of Cajal and also completely eliminated slow waves. W mutant mice also displayed irregularities in synchronization and coordination of motor activity in the small intestine (Der-Silaphet et al. 1998).

It is important to understand the specific mechanisms by which these pacemaking cells produce their patterns, and most in the field agree that intracellular calcium oscillations in microdomains of interstitial cells of Cajal are the pacing events, and that calcium activated currents are then responsible for whole cell depolarization. The current understanding for the
basis of the pacemaking potential is internal calcium oscillations between the Endoplasmic Reticulum (ER) and microdomains of cytosol between the cell membrane and the ER. There is some debate over the mechanisms of the pacemaker current. It is known that inositol 1,4,5-triphosphate receptors (and the ongoing presence of IP3) is required for slow wave generation (Ward et al. 2003). Similarly, it has been shown that ryanodine receptors play a role along with IP3Rs in an initial release of calcium from ER stores into the cytosolic microdomain (Aoyama et al. 2004). A stochastic release of calcium through these channels activates a spontaneous inward current. The source of this current has been debated, but recently it has also been shown that anoctamin 1 (Ano1) calcium activated chloride channels are necessary for the generation of slow waves (Malysz et al. 2017), making it a likely candidate for the microdomain pacemaker potential. T-Type calcium channels were shown to be involved in the upstroke of the slow wave. It seems likely that the Ano1 channels are initiating the slow wave, and that T-type calcium channels are activating as a response to the local depolarization. The resultant influx of calcium coordinates the activation of Ano1 and T-Type calcium channels in other microdomains, creating a summed effect which underpins the electrical slow wave. The Sodium-Potassium-Chloride Cotransporter (Na+-K+-Cl- Cotransporter or NKCC) has been shown to be necessary for maintaining normal slow wave activity, suggesting that it is the primary mechanism by which the chloride gradient is recovered (Zhu et al. 2016). The fact that intracellular calcium plays such a large role in the generation of the rhythm is a suggestion that calcium pumps and exchangers may play a critical role in the actual rhythm generation. Using a well-established model of ICC pace-making (Corrias & Buist 2008) we investigate the role of the PMCA pump in rhythm generation.
1.3 The Leech Heartbeat Central Pattern Generator

In the leech species *Hirudo verbena* (*spp*), the two tubular leech hearts are controlled by a central pattern generator neural subsystem, which is driven by mutually inhibitory pairs of heart interneurons (HN cells) in the 3rd and 4th segmental ganglia of the nerve cord. HN cells are capable of producing a pattern of alternating bursting activity which is then organized into patterns for controlling the heartbeat by the rest of the CPG. Even when isolated from the rest of the intersegmental CPG, HNs robustly produce their alternating activity. This structure of two cells which mutually inhibit one another is a ubiquitous network structure call a half-center oscillator (HCO). HN cells are large, and readily identifiable in experiments, and the electrical activity and circuitry of this CPG is well studied. There is a solid base of knowledge on the excitatory properties of ion channels present in the cells and the production and measuring of the alternating bursting rhythm they produce (Calabrese et al. 1995, Wenning et al. 2018). Here we investigate the effects of the neuropeptide myomodulin on the rhythm by building a model of the HN cell and applying insights from earlier experiments with myomodulin to demonstrate the mechanism of action. We compare predictions from the model to new experiments with myomodulin and find good agreement.

1.4 Approach

In this dissertation we investigate the roles that the PMCA and Na\(^+\)/K\(^+\) pumps play in rhythm generation in excitable cells. First, we present a dynamical model of leech heart interneurons. This style of model has been under development for nearly 30 years, and has been instrumental in discovering insights into the functioning of the leech heartbeat CPG, and led to insights into the mechanics of bursting in CPGs (Nadim et al. 1996, Hill et al. 2001, Olypher et al. 2006, Kueh et al. 2016). We then use this model to investigate a mechanism of
neuromodulation involving the Na^+\text{/}K^+ pump by the endogenous neuropeptide myomodulin by varying biophysical parameters identified in a previous study (Tobin & Calabrese 2005). We use an experimental approach to investigate the dose-response of HN HCOs to myomodulin and discuss the implications of the mechanism of modulation. We then look for the presence of coexistent regimes in the parameter space associated with myomodulin in both single cell models and HCO models of HN cells and discuss the protective nature of the HCO structure in this system. Finally, we use a well established dynamical model of mammalian ICCs to investigate a role that the PMCA pump could play in regulating rhythm generation by varying the maximal flux during model simulations. We discuss how the complex calcium concentration oscillations in intracellular compartments required to generate the electrical activity of the cells enhance the role of the calcium pump, and search for regions of multistability near the canonical set of parameters which could represent dysfunctional regimes of activity.
2 THE HN MODEL

This section presents the biophysical model of pacemaking leech heart interneurons in the 3rd and 4th segmental ganglia which was developed to investigate the effects of myomodulin and the interplay between the pump and other sodium carrying currents.

2.1 Model

For this investigation, we optimized a single-compartment Hodgkin-Huxley style (Hodgkin & Huxley 1952) model of a single leech heart interneuron and a half-center oscillator from Kueh et al. (2016). The HCO is comprised of two identical neurons mutually inhibiting each other, as is schematically shown in Figure 3.1. Simulated HN cells contained a Na⁺/K⁺ pump current ($I_{\text{Pump}}$) governed by intracellular sodium concentration [$Na^+]_i$, a leak current ($I_{\text{Leak}}$), and eight voltage-gated currents: fast Na⁺ ($I_{\text{NaF}}$), persistent Na⁺ ($I_P$), fast low-voltage activated Ca²⁺ ($I_{\text{CaF}}$), low-voltage activated slowly inactivating Ca²⁺ ($I_{\text{Cas}}$), hyperpolarization-activated (h-) current ($I_h$), slowly inactivating delayed-rectifier K⁺ ($I_{\text{K1}}$), persistent K⁺ ($I_{\text{K2}}$) and fast A-type K⁺ currents ($I_{\text{KA}}$). The leak current and h-current each have two components: one carrying Na⁺, $I_{\text{Leak,Na}}$ and $I_{h,Na}$, and one carrying K⁺, $I_{\text{Leak,K}}$ and $I_{h,K}$. This allowed us to track [Na]ₗ fluxes per current and to use [Na]ₗ in the computation of Na⁺ reversal potential. The current conservation equation governing membrane potential in the HCO model was:

$$C_m \frac{dV}{dt} = -(I_{\text{NaF}} + I_P + I_{\text{Leak,Na}} + I_{h,Na} + I_{\text{CaF}} + I_{\text{Cas}} + I_{K1} + I_{K2} + I_{KA} + I_{\text{Leak,K}} + I_{h,K} + I_{\text{Pump}} + I_{\text{syn}})$$

where individual currents were computed in a conductance-based manner:

$$I_x = \tilde{g}_x m_x^{a_x} h_x^{b_x} (V - E_x)$$

Eq. 2
\[
\frac{dm_x}{dt} = \frac{m_x(\infty)(V) - m}{\tau_{m_x}(V)} \tag{Eq. 3}
\]

\[
\frac{dh_x}{dt} = \frac{h_x(\infty)(V) - h}{\tau_{h_x}(V)} \tag{Eq. 4}
\]

where \( \bar{g}_x \) is the maximal conductance of \( x \)-current, \( x \in \{NaF, P, CaF, CaS, h, K1, K2, KA\} \), and \( E_x \) is its reversal potential. The state variables \( m_x^{ax} \) and \( h_x^{bx} \) are the current’s activation and inactivation voltage-gating variables, respectively, \( m_x(\infty)(V) \) and \( h_x(\infty)(V) \) are its steady state functions of the membrane potential \( V \), and \( \tau_{m_x}(V) \) and \( \tau_{h_x}(V) \) are its time constant functions. Current parameters and equations for time constants and steady state activation and inactivation functions are available in Tables 2.2, 2.3, and 2.4.

Leak current and \( h \)-current (which are carried by both \( Na^+ \) and \( K^+ \)) were separated into \( Na^+ \) and \( K^+ \) components so that \( Na^+ \) components could be used in the dynamic calculation of intracellular \( Na^+ \) concentration:

\[
I_{h,Na} = \frac{3}{7} \bar{g}_h m_h^2 (V - E_{Na}) \tag{Eq. 5}
\]

\[
I_{h,K} = \frac{4}{7} \bar{g}_h m_h^2 (V - E_K) \tag{Eq. 6}
\]

\[
I_{\text{Leak},Na} = g_{\text{Leak},Na} (V - E_{Na}) \tag{Eq. 7}
\]

\[
I_{\text{Leak},K} = g_{\text{Leak},K} (V - E_K) \tag{Eq. 8}
\]
Components of the leak conductance were determined in terms of the conventional equivalent leak conductance and leak reversal potential, referred to as reference values, into two separate specific Na\(^+\) and K\(^+\) leak currents so that:

\[
I_{\text{Leak}} = g_{\text{Leak}} (V - E_{\text{Leak,Ref}}) = I_{\text{Leak,Na}} + I_{\text{Leak,K}} \quad \text{Eq. 9}
\]

The resulting partial conductances are:

\[
\bar{g}_{\text{Leak,Na}} = g_{\text{Leak}} \frac{E_{\text{Leak,Ref}} - E_K}{E_{\text{Na,Ref}} - E_K} \quad \text{Eq. 10}
\]

\[
\bar{g}_{\text{Leak,K}} = g_{\text{Leak}} \frac{E_{\text{Leak,Ref}} - E_{\text{Na,Ref}}}{E_K - E_{\text{Na,Ref}}} \quad \text{Eq. 11}
\]

The \(E_{\text{Na,Ref}}\) was fixed at 0.045V, and these partial conductances were fixed prior to simulation and were kept the same for the whole study.

Intracellular Na\(^+\) concentration \([\text{Na}^+]_i\) is computed dynamically as a function of the Na\(^+\) fluxes generated by two Na\(^+\) currents, Na\(^+\) components of leak and h-current, and the Na\(^+\)/K\(^+\) pump:

\[
\frac{d[\text{Na}^+]_i}{dt} = -\frac{I_{\text{NaF}} + I_p + I_{h,\text{Na}} + I_{\text{Leak,Na}} + 3I_{\text{Pump}}}{v F} \quad \text{Eq. 12}
\]

\([\text{Na}^+]_i\) also determines the Na\(^+\) reversal potential:

\[
E_{\text{Na}} = \frac{RT}{F} \ln \left( \frac{[\text{Na}]_o}{[\text{Na}]_i} \right) \quad \text{Eq. 13}
\]

Above, \(F\) is Faraday’s constant, \(R\) is the gas constant, \(T\) is the temperature in Kelvin, \(v\) is the volume of the intracellular Na\(^+\) compartment, and \([\text{Na}]_o\) is the extracellular Na\(^+\) concentration.

Pump current is governed by the intracellular Na\(^+\) concentration \([\text{Na}]_i\):
\[ I_{\text{Pump}} = \frac{I_{\text{PumpMax}}}{1 + \exp \left( \frac{[Na]_{th} - [Na]_s}{[Na]_s} \right)} \]  

Eq. 14

where \([Na]_{th}\) is \([Na]_i\) of half activation of the pump and \([Na]_s\) is the pump sensitivity to \([Na]_i\).

Synaptic chloride currents have spike dependent and graded components:

\[ I_{\text{syn}} = I_{\text{synS}} + I_{\text{synG}} \]  

Eq. 15

\[ I_{\text{synS}} = \bar{g}_{\text{synS}} Y_{\text{Pre}} M_{\text{Pre}} (V - E_{\text{Syn}}) \]  

Eq. 16

\[ I_{\text{synG}} = \bar{g}_{\text{synG}} \frac{P_{\text{Pre}}^3}{C + P_{\text{Pre}}^3} (V - E_{\text{Syn}}) \]  

Eq. 17

where \(C = 10^{-32} C^3\) and \(E_{\text{Syn}} = -0.0625 V\).

Spike-dependent synapse activation was computed as:

\[ \frac{dY}{dt} = \frac{X - Y}{0.011} \]  

Eq. 18

\[ \frac{dX}{dt} = \frac{X_\infty(V) - X}{0.002} \]  

Eq. 19

\[ \frac{dM}{dt} = \frac{M_\infty(V) - M}{0.2} \]  

Eq. 20

\[ X_\infty(V) = \frac{1}{1 + \exp (-1000(V + 0.01))} \]  

Eq. 21
Graded synaptic activation was computed using a proxy of presynaptic Ca\textsuperscript{2+} concentration in the following manner:

\[
\frac{dP}{dt} = I_{Ca} - BP
\]  
\textit{Eq. 23}

where \( B \) is a Ca\textsuperscript{2+} buffering rate constant \( (B = 10 \text{ s}^{-1}) \), and \( I_{Ca} \) is computed as follows:

\[
I_{Ca} = \max (0, -I_{CaF} - I_{CaS} - A)
\]  
\textit{Eq. 24}

\[
\frac{dA}{dt} = \frac{A_\infty(V) - A}{0.2}
\]  
\textit{Eq. 25}

\[
A_\infty(V) = \frac{10^{-10}}{1 + \exp(-100(V + 0.02))}
\]  
\textit{Eq. 26}

Single cell models utilized the same equations, but without \( I_{Syn} \) or synaptic activation variables \( X, Y, M, P, \) or \( A \). Model parameters and activation equations are available in (S1).
**Table 2.1. Table of Standard Initial Conditions**

Table of initial conditions for the 40-dimensional HN HCO model. During a sweep, each time a new $\bar{g}_h$ value was tested, initial conditions were set as below. Synaptic state variables here are associated with the synaptic activation of one cell, which then influences the synaptic current of the other cell.

<table>
<thead>
<tr>
<th>Initial Conditions</th>
<th>State variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HN(R)</strong></td>
<td>$V$ (R)</td>
<td>-0.0439010843326 V</td>
</tr>
<tr>
<td></td>
<td>$m_{CaF}$ (R)</td>
<td>0.832170050413</td>
</tr>
<tr>
<td></td>
<td>$h_{CaF}$ (R)</td>
<td>0.11381461314</td>
</tr>
<tr>
<td></td>
<td>$m_{CaS}$ (R)</td>
<td>0.702467473405</td>
</tr>
<tr>
<td></td>
<td>$h_{CaS}$ (R)</td>
<td>0.0989876197983</td>
</tr>
<tr>
<td></td>
<td>$m_{K1}$ (R)</td>
<td>0.0314799867472</td>
</tr>
<tr>
<td></td>
<td>$h_{K1}$ (R)</td>
<td>0.813835318456</td>
</tr>
<tr>
<td></td>
<td>$m_{K2}$ (R)</td>
<td>0.139801573601</td>
</tr>
<tr>
<td></td>
<td>$m_{KA}$ (R)</td>
<td>0.458312610323</td>
</tr>
<tr>
<td></td>
<td>$h_{KA}$ (R)</td>
<td>0.0595503659331</td>
</tr>
<tr>
<td></td>
<td>$m_h$ (R)</td>
<td>0.209165343138</td>
</tr>
<tr>
<td></td>
<td>$m_{NaP}$ (R)</td>
<td>0.575560640304</td>
</tr>
<tr>
<td></td>
<td>$m_{Na}$ (R)</td>
<td>0.0964705869558</td>
</tr>
<tr>
<td></td>
<td>$h_{Na}$ (R)</td>
<td>0.99926484696</td>
</tr>
<tr>
<td></td>
<td>$[Na]^+$ (R)</td>
<td>0.0144131004575 M</td>
</tr>
<tr>
<td></td>
<td>$P$ (R)</td>
<td>3.50188415805e-28</td>
</tr>
<tr>
<td></td>
<td>$A$ (R)</td>
<td>2.14427767443e-12</td>
</tr>
<tr>
<td></td>
<td>$X$ (R)</td>
<td>2.99560987191e-21</td>
</tr>
<tr>
<td></td>
<td>$Y$ (R)</td>
<td>9.20014577621e-05</td>
</tr>
<tr>
<td></td>
<td>$M$ (R)</td>
<td>0.274748227718</td>
</tr>
<tr>
<td><strong>HN(L)</strong></td>
<td>$V$ (L)</td>
<td>-0.0579704036577 V</td>
</tr>
<tr>
<td></td>
<td>$m_{CaF}$ (L)</td>
<td>0.913128722596</td>
</tr>
<tr>
<td></td>
<td>$h_{CaF}$ (L)</td>
<td>0.913128722596</td>
</tr>
<tr>
<td></td>
<td>$m_{CaS}$ (L)</td>
<td>0.0160816041811</td>
</tr>
<tr>
<td></td>
<td>$h_{CaS}$ (L)</td>
<td>0.0160816041811</td>
</tr>
<tr>
<td></td>
<td>$m_{K1}$ (L)</td>
<td>0.00499726624515</td>
</tr>
<tr>
<td></td>
<td>$h_{K1}$ (L)</td>
<td>0.966843208674</td>
</tr>
<tr>
<td></td>
<td>$m_{K2}$ (L)</td>
<td>0.0329782686355</td>
</tr>
<tr>
<td></td>
<td>$m_{KA}$ (L)</td>
<td>0.138649501286</td>
</tr>
<tr>
<td></td>
<td>$h_{KA}$ (L)</td>
<td>0.314591116607</td>
</tr>
<tr>
<td></td>
<td>$m_h$ (L)</td>
<td>0.691473916028</td>
</tr>
<tr>
<td></td>
<td>$m_{NaP}$ (L)</td>
<td>0.219699253189</td>
</tr>
<tr>
<td></td>
<td>$m_{Na}$ (L)</td>
<td>0.0127982024647</td>
</tr>
<tr>
<td></td>
<td>$h_{Na}$ (L)</td>
<td>0.999999170748</td>
</tr>
<tr>
<td></td>
<td>$[Na]^+$ (L)</td>
<td>0.0140476677491 M</td>
</tr>
<tr>
<td></td>
<td>$P$ (L)</td>
<td>2.29525269429e-11</td>
</tr>
<tr>
<td></td>
<td>$A$ (L)</td>
<td>1.2139086902e-11</td>
</tr>
<tr>
<td></td>
<td>$X$ (L)</td>
<td>6.16601453418e-37</td>
</tr>
<tr>
<td></td>
<td>$Y$ (L)</td>
<td>5.71268466328e-37</td>
</tr>
<tr>
<td></td>
<td>$M$ (L)</td>
<td>0.1000000127</td>
</tr>
</tbody>
</table>
Table 2.2. Model Cell Constants and Parameters
Table of cell constants and current parameters conductance $\bar{g}_x$ (nS), activation exponential $a_x$, inactivation exponential $b_x$, and reversal potential $E_x$ (V). (*) values are for control conditions.

**Cell Constants**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_m$</td>
<td>0.5 nF</td>
</tr>
<tr>
<td>$vol$</td>
<td>0.0034 nL</td>
</tr>
<tr>
<td>$T$</td>
<td>289.46 K</td>
</tr>
<tr>
<td>$[Na]_o$</td>
<td>0.115 M</td>
</tr>
</tbody>
</table>

**Current Parameters**

<table>
<thead>
<tr>
<th>Current</th>
<th>$\bar{g}_x$ (nS)</th>
<th>$a_x$</th>
<th>$b_x$</th>
<th>$E_x$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_h$</td>
<td>1.6*</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$I_{NaP}$</td>
<td>10.5</td>
<td>1</td>
<td>0</td>
<td>Ena</td>
</tr>
<tr>
<td>$I_{Na}$</td>
<td>200</td>
<td>3</td>
<td>1</td>
<td>Ena</td>
</tr>
<tr>
<td>$I_{CaF}$</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0.135</td>
</tr>
<tr>
<td>$I_{CaS}$</td>
<td>3.2</td>
<td>2</td>
<td>1</td>
<td>0.135</td>
</tr>
<tr>
<td>$K_1$</td>
<td>100</td>
<td>2</td>
<td>1</td>
<td>-0.07</td>
</tr>
<tr>
<td>$K_2$</td>
<td>40</td>
<td>2</td>
<td>0</td>
<td>-0.07</td>
</tr>
<tr>
<td>$K_A$</td>
<td>80</td>
<td>2</td>
<td>1</td>
<td>-0.07</td>
</tr>
<tr>
<td>$I_{SynS}$</td>
<td>150</td>
<td>-</td>
<td>-</td>
<td>-0.0625</td>
</tr>
<tr>
<td>$I_{SynG}$</td>
<td>30</td>
<td>-</td>
<td>-</td>
<td>-0.0625</td>
</tr>
</tbody>
</table>

Table 2.3. Model Cell Parameters for Special Currents
Table of parameters for special currents $I_{Leak}$ and $I_{Pump}$. (*) values are for control conditions.

**Special Current Parameters**

<table>
<thead>
<tr>
<th>Current</th>
<th>$\bar{g}_{Leak}$ (nS)</th>
<th>$E_{Na,Ref}$ (V)</th>
<th>$E_{Leak,Ref}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{Leak}$</td>
<td>9</td>
<td>0.045</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

$\bar{I}_{PumpMax}$ (nA) $[Na]_iS$ (M) $[Na]_{ih}$ (M)

| $I_{Pump}$ | 0.429* | 0.0004 | 0.018 |
Table 2.4. Steady State Activations and Time Constant Equations

Table of equations used for calculating the steady state activation $m_{x,\infty}(V)$ and inactivation $h_{x,\infty}(V)$, and time constants of activation $\tau_{m_x}(V)$ (s) and inactivation $\tau_{h_x}(V)$ (s).

**Current Steady State Activation and Time Constant**

<table>
<thead>
<tr>
<th>Current</th>
<th>$m_{x,\infty}(V)$</th>
<th>$\tau_{m_x}(V)$ (s)</th>
<th>$h_{x,\infty}(V)$</th>
<th>$\tau_{h_x}(V)$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_h$</td>
<td>$\frac{1}{1 + 2e^{(180(V+0.045))} + e^{(500(V+0.045))}}$</td>
<td>$0.7 + \frac{1}{1 + e^{(-100(V+0.073))}}$</td>
<td>$\frac{0.2}{1 + e^{(400(V+0.057))}}$</td>
<td>$- \frac{1}{1 + e^{(500(V+0.03))}}$</td>
</tr>
<tr>
<td>$I_{NaP}$</td>
<td>$\frac{1}{1 + e^{(-120(V+0.039))}}$</td>
<td>$0.01 + \frac{1}{e^{(400(V+0.057))}}$</td>
<td>$- \frac{1}{1 + e^{(350(V+0.0555))}}$</td>
<td>$0.06 + \frac{0.31}{1 + e^{(270(V+0.055))}}$</td>
</tr>
<tr>
<td>$I_{Na}$</td>
<td>$\frac{1}{1 + e^{(-150(V+0.029))}}$</td>
<td>$0.0001 + \frac{0.024}{\cosh (-330(V + 0.0467))}$</td>
<td>$\frac{0.134}{1 + e^{(350(V+0.0555))}}$</td>
<td>$0.06 + \frac{0.2}{1 + e^{(-250(V+0.043))}}$</td>
</tr>
<tr>
<td>$I_{CaF}$</td>
<td>$\frac{1}{1 + e^{(-600(V+0.0467))}}$</td>
<td>$0.011 + \frac{0.024}{\cosh (-330(V + 0.0467))}$</td>
<td>$\frac{1}{1 + e^{(350(V+0.0555))}}$</td>
<td>$0.06 + \frac{0.31}{1 + e^{(270(V+0.055))}}$</td>
</tr>
<tr>
<td>$I_{CaS}$</td>
<td>$\frac{1}{1 + e^{(-420(V+0.0472))}}$</td>
<td>$0.005 + \frac{1}{1 + e^{(-400(V+0.0487))}}$</td>
<td>$\frac{1}{1 + e^{(360(V+0.0555))}}$</td>
<td>$0.2 + \frac{0.2}{1 + e^{(-250(V+0.043))}}$</td>
</tr>
<tr>
<td>$K_1$</td>
<td>$\frac{1}{1 + e^{(-143(V+0.021))}}$</td>
<td>$0.001 + \frac{1}{1 + e^{(150(V+0.016))}}$</td>
<td>$\frac{0.043}{1 + e^{(111(V+0.028))}}$</td>
<td>$0.5 + \frac{0.2}{1 + e^{(-143(V+0.013))}}$</td>
</tr>
<tr>
<td>$K_2$</td>
<td>$\frac{1}{1 + e^{(-83(V+0.022))}}$</td>
<td>$0.057 + \frac{1}{1 + e^{(200(V+0.035))}}$</td>
<td>$- \frac{1}{1 + e^{(100(V+0.028))}}$</td>
<td>$- \frac{0.0085}{1 + e^{(-130(V+0.044))}}$</td>
</tr>
<tr>
<td>$K_4$</td>
<td>$\frac{1}{1 + e^{(-130(V+0.044))}}$</td>
<td>$0.005 + \frac{1}{1 + e^{(200(V+0.03))}}$</td>
<td>$\frac{1}{1 + e^{(160(V+0.063))}}$</td>
<td>$0.026 + \frac{0.0085}{1 + e^{(-300(V+0.055))}}$</td>
</tr>
</tbody>
</table>
3 COMODULATION OF H- AND NA/K PUMP CURRENTS IN THE LEECH HEARTBEAT CENTRAL PATTERN GENERATOR

3.1 Abstract

Central pattern generators (CPGs), specialized oscillatory neuronal networks controlling rhythmic motor behaviors such as breathing and locomotion, must adjust their patterns of activity to a variable environment and changing behavioral goals. Neuromodulation adjusts these patterns by orchestrating changes in multiple ionic currents. In the medicinal leech, the endogenous neuromodulator myomodulin speeds up the heartbeat CPG by reducing the electrogenic Na$^+/K^+$ pump current and increasing h-current in pairs of mutually inhibitory leech heart interneurons (HNs) which form half-center oscillators (HN HCOs). Here we investigate whether the comodulation of two currents could have advantages over a single current in the control of functional bursting patterns of a CPG. We use a conductance-based biophysical model of an HN HCO to explain the experimental effects of myomodulin. We demonstrate that in the model, comodulation of the Na$^+/K^+$ pump current and h-current expands the range of functional bursting activity by avoiding transitions into nonfunctional regimes such as asymmetric bursting and plateau-containing seizure-like activity. We validate the model by finding parameters that reproduce temporal bursting characteristics matching experimental recordings from HN HCOs under control, three different myomodulin concentrations, and Cs$^+$ treated conditions. The matching cases are located along the border of an asymmetric regime away from the border with more dangerous seizure-like activity. We found a simple comodulation mechanism with an inverse relation between the pump and h-currents makes a good fit of the matching cases and comprises a general mechanism for the robust and flexible control of oscillatory neuronal networks.
3.2 Significance Statement

Rhythm generating neuronal circuits adjust their oscillatory patterns to accommodate a changing environment through neuromodulation. In different species, chemical messengers participating in such processes may target two or more membrane currents. In medicinal leeches, the neuromodulator myomodulin speeds up the heartbeat central pattern generator (CPG) by reducing Na\(^+/K^+\) pump current and increasing h-current. In a computational model, we show that this comodulation expands the range of CPG’s functional activity by navigating the circuit between dysfunctional regimes resulting in a much wider range of cycle period. This control would not be attainable by modulating only one current, emphasizing the synergy of combined effects. Given the prevalence of h-current and Na\(^+/K^+\) pump current in neurons, similar comodulation mechanisms may exist across species.

3.3 Introduction

To achieve behavioral flexibility necessary for survival in a variable environment, neuronal circuits must produce, control, and scale functional activity over a broad range of underlying biophysical properties (Marder & Calabrese 1996, Calabrese 1998, Doi & Ramirez 2008, Marder 2012). Central pattern generators (CPGs) and other rhythmic neuronal circuits are continuously adjusted through neuromodulation, which is orchestrated by changes in multiple ionic currents including the electrogenic Na\(^+/K^+\) pump (Marder & Calabrese 1996, Doi & Ramirez 2008, Grashow et al 2010, Harris-Warrick 2011, Marder 2012, Marder et al. 2014, Sharples & Whelan 2017). Yet we are only beginning to understand how the phenomenal robustness of neurons and networks is attained given the wide range of functional burst properties produced by modulation (Grashow et al. 2009, Tang et al. 2012, Marder et al. 2015, Dashevskiy & Cymbalyuk 2018, Parker et al. 2018). Because neuromodulators or cocktails of neuromodulators may have multiple
cellular targets, it is often difficult to determine the combined effects of modulation by sampling effects of single factor variation such as dose-response experiments. For example, some modulators like dopamine or serotonin commonly have opposing effects (Seamans et al. 2001, Teshiba et al. 2001, Sharples & Whelan 2017). Opposing effects may be distinguished by timescales and dose-dependence producing unique transient and steady-state effects (Spitzer et al. 2008, Harris-Warrick et al. 1998, Brezina 2003) and may enhance flexibility through state dependence or protect against overmodulation by incorporating negative feedback control mechanisms (Harris-Warrick & Johnson 2010). In contrast, effects of the endogenous neuromodulator myomodulin on the leech heartbeat CPG are caused by changes in two membrane currents with superficially similar effects; it decreases burst period by increasing h-current ($I_h$) and decreasing Na$^+$/K$^+$ pump current ($I_{Pump}$) (Tobin & Calabrese 2005). How modulators coordinate these effects on activity patterns is poorly understood. Evaluating the advantages offered by the comodulation of two currents with similar effects and the special role of $I_{Pump}$ in modulation requires comprehensive accounting using accurate biophysical modeling.

with $I_h$: it is most active during depolarized phase due to raised $[\text{Na}^+]_i$ and remains active during the hyperpolarized phase, where $I_{\text{Pump}}$ is opposed by $I_h$ (Forrest et al. 2012, Zhang et al. 2017).

The interaction of $I_{\text{Pump}}$ and $I_h$ plays a prominent role in the leech heartbeat CPG. This CPG encompasses two half-center oscillators (HN HCOs): pairs of mutually inhibitory HN interneurons producing alternating bursting activity. $I_{\text{Pump}}$ and $I_h$ interactions were revealed using the H$^+/\text{Na}^+$ antiporter monensin, which stimulates $I_{\text{Pump}}$ by increasing $[\text{Na}^+]_i$ (Kueh et al. 2016).

In the presence of $I_h$, application of monensin dramatically decreases the burst duration (BD) and interburst interval (IBI). If $I_h$ is blocked, then monensin decreases BD but lengthens IBI. This experiment demonstrates how each phase of bursting, BD and IBI, is independently affected by $I_{\text{Pump}}$ depending on its interaction with $I_h$. The speedup of the HN HCO burst period by myomodulin (Tobin & Calabrese 2005) by increasing $I_h$ and decreasing $I_{\text{Pump}}$ in HNs, suggests coordinated participation of $I_{\text{Pump}}$ and $I_h$ and demonstrates their importance as a joint modulatory target controlling burst characteristics.

Here we investigated how comodulation of $I_{\text{Pump}}$ and $I_h$ contributes to flexible control of functional bursting activity.
Figure 3.1. HN HCO Model Schematic and Activity
Leech heartbeat Half-Center Oscillator (HN HCO) produces bursting activity alternating between two heart interneurons (HNs). (A) Schematic representation of the Half-Center Oscillator which is comprised of two neurons located on the left and right sides of a ganglion. Two neurons (large circles) have mutually inhibitory synaptic connections (small circles). Model neurons and synaptic connections are identical. Neurons exhibit bursting activity of membrane potentials (B) which reproduces temporal properties of an extracellular recording of the living heartbeat HCO under control conditions (C).

3.4 Methods

3.4.1 Parameter Sweeps

We characterized and mapped activity regimes of the model under variation of two parameters, the maximal h-current conductance ($g_h$) and the maximal Na$^+$/K$^+$ pump current ($I_{PumpMax}$). For this, we fix $g_h$ to a certain value in the range starting with 0 nS, and sweep $I_{PumpMax}$ values, starting from 0.5 nA and decreasing it by a step value of 0.001 nA each next simulation until a value of 0.3 nA was reached. Initial conditions for each simulation for a given $g_h$ along decreasing $I_{PumpMax}$ were taken from the end of the previous simulation at the previous value of $I_{PumpMax}$. Then we incremented $g_h$ by a step value of 0.2 nS and fixed $g_h$ for the next sweep of $I_{PumpMax}$. For each new value of $g_h$, a standard set of initial conditions was used (Table
2.1). This procedure was repeated until all parameter values with the aforementioned step sizes were taken for [0 10] nS and [0.3 0.5] nA ranges for $\bar{g}_h$ and $I_{PumpMax}$, respectively. At each parameter pair, the system was simulated for 1600 seconds. The first 1300 seconds containing the transient part of the trace were removed, and only the last 300 seconds were used in the analysis to characterize the steady state activity.

### 3.4.2 Analysis of Temporal Characteristics of Model Activity Regimes

Analysis of the activity of the model HCO was conducted using custom scripts developed in the MATLAB software (The MathWorks, Inc.). In our parameter sweeps, we observed a variety of different types of activity, which we generally classified as one type of functional activity (functional bursting), or two types of dysfunctional activities: asymmetric bursting, and a plateau-containing activity. We defined functional bursting as symmetrical activity in which cells alternate in generating bursts of spikes; during the burst, cell’s membrane potential would rise above -45 mV, and continuously spike until its membrane potential dropped below -45 mV. Asymmetric bursting activity was defined as a similar activity, but with alternating bursts in which bursts of one cell were noticeably longer than those of the other cell. Finally, plateau-containing activity was characterized by the appearance of plateau events in the HCO’s activity. We defined plateau-containing activity as an oscillatory activity in which at least one cell in the HCO exhibited at least one depolarized interval in which the cell’s membrane potential would rise above -45 mV but spiking within such interval failed. At some parameter domains, plateau activity could be periodic and consist purely of alternating plateau events, while at other domains, activity could be a mixture of plateau events with conventional bursts.

For automated detection and analysis of the three activity regimes defined above, we specify two terms. The depolarized phase of activity of a neuron is the time interval in which
membrane potential rose above -45 mV and remained there for at least 0.5 seconds. Correspondingly, the hyperpolarized phase of the activity was the interval in which membrane potential was below -45 mV. The duration of these phases provides a measure of the envelope of bursting in functional and asymmetrical regimes and also allows us to uniformly measure the temporal characteristics of plateau events using the same method of analysis.

We define a burst event as a continuous spiking interval during a depolarized phase of activity. Spike times were identified as moments of time at which the peaks in the voltage trace were above a threshold of -30 mV. Spike times were then used to distinguish bursts from plateaus. Spikes which had no predecessor or occurred at least 0.4 seconds after their predecessor were marked as the beginning of a spike-train. Then, the end of the spike-train was determined by spikes which had no successive spikes for at least 0.4 seconds. If multiple spike-trains were detected within a single depolarized phase or if the end of the depolarized phase did not have a preceding spike within 0.4 seconds, that depolarized phase would be tagged as a plateau event. A depolarized phase, which contained a single uninterrupted spike-train from the beginning to the end of the depolarized interval, was then tagged as a burst event. In depolarized phases which were classified as bursts, burst duration was computed as the time between first and last spike detected, burst period was computed as the time between the first spike in a burst and the first spike in the next burst, and interburst interval was computed as the time between the last spike in a burst and the first spike in the next burst. In cases where the depolarized phase was defined as a burst, the depolarized phase duration was nearly identical (± one interspike interval) to burst duration, making this a good metric for describing the temporal pattern of either bursts or plateaus.
We define a measure of asymmetry between the depolarized phases of each side (HN(R) and HN(L)) of the HCO using the following expression:

\[
Asymm = \frac{2|\overline{UD}_{HN,R} - \overline{UD}_{HN,L}|}{\overline{UD}_{HN,R} + \overline{UD}_{HN,L}}
\]

Eq. 27

where \(\overline{UD}_{HN,R}\) and \(\overline{UD}_{HN,L}\) are the mean depolarized phase durations of model cells HN(R) and HN(L), respectively. Asymmetric bursting regimes were defined as those bursting regimes which did not exhibit any plateau events and for which the asymmetry measure was higher than 0.2. This threshold measure is represented by a case in which the burst duration of one model neuron is at least 55% of the period and the burst duration of the other model neuron is at most 45% of the period. Correspondingly, a bursting regime which did not contain any plateau events, had an asymmetry measure less than 0.2, and had cycle period within the current and previous experimental ranges (Tobin & Calabrese 2005, Kueh et al. 2016, Wenning et al. 2018) were labeled as functional.

In summary, using the above definitions of the burst and plateau events, regimes of electrical activity were labeled as either (1) functional, (2) asymmetric, or (3) plateau-containing. Plateau-containing regimes were defined as those in which at least one of the depolarized phases was identified as a plateau event as described above. Asymmetric bursting regimes were defined as those bursting regimes which did not exhibit any plateau events and for which the asymmetry measure was higher than 0.2. This threshold measure is represented by a case in which the burst duration of one model neuron is at 55% of the period and the burst duration of the other model neuron is 45% of the period. The asymmetry measure computed for the entire parameter domain is included in Figure 3.3C. Correspondingly, a bursting regime, which did not contain any plateau events and had an asymmetry measure less than 0.2, were labeled as functional.
3.4.3 Dimensions of the Area Supporting Functional Bursting

We investigated the functional regime along each of the $\bar{g}_h$ and $I_{\text{PumpMax}}$ axes. The $n \times m$ (51x201) sweep of parameter space was divided into continuous $1 \times m$ and $1 \times n$ slices in which each slice represents the variation of either $\bar{g}_h$ or $I_{\text{PumpMax}}$ while the other is held constant. At each slice, the boundaries of the functional regime were identified, and their difference was calculated as the local range. Then, for each axis, the maximal possible parameter range retaining functional activity was determined. Burst durations, burst periods, and interburst intervals at and within these boundaries were also investigated, and their maximal possible ranges were determined. These maximal ranges were then compared to the maximal range achievable through comodulation, where the axis of comodulation was an inverse function fitted to all parameter pairs in the functional regime (see Curve Fitting).

3.4.4 Experimental Design and Statistical Analysis

We conducted two sets of experiments, each with a within-subjects (repeated-measures) design, whereby we would determine the dose-dependent effects of myomodulin with and without 2 mM Cs⁺ (h-current blocker) applied. Each set of experiments was conducted with 5 medicinal leeches, Hirudo spp., using the electrophysiological protocol outlined below. For both experiments, we analyzed the mean burst period, coefficient of variation of burst period, and mean burst duration of the HN(3,4) neurons using one-way repeated-measures ANOVAs with treatment as the independent variable. Post-hoc pairwise comparisons were then conducted using Tukey’s Honest Significant Difference test to determine which of the treatment conditions were significantly different from control or Cs⁺ alone and whether there was a dose effect between treatments in each experiment. All burst statistics for experiments are reported with the grand
mean and standard error of the mean. A $p$-value $< 0.05$ was regarded as statistically significant for all statistical tests.

### 3.4.5 Electrophysiology

Experimental protocols were similar to those described in Kueh et al. (2016). After surgically isolating the mid-body ganglion 3 or 4 of the nerve cord of medicinal leeches, (n=5) and removing the perineurium, extracellular suction electrodes were used to record from left and right HN(3,4) neurons. After allowing the preparation to settle, control recordings were taken. Subsequently, three concentrations of myomodulin (1 $\mu$M, 10 $\mu$M, and 100 $\mu$M) were applied with a 10-minute wash-out between each application. Each application lasted between 5 and 10 minutes, and short recordings (containing 10-14 bursting cycles) were taken at each concentration once the preparation settled into a regular rhythm. We also performed a second set of experiments on a separate group of animals (n=5) in which Cs$^+$ (2mM) was used as an h-current blocker. The preferred vertebrate h-current blocker, ZD 7288, does not block leech h-current (multiple unpublished observations). In this set of experiments, ganglia were prepared in the same manner and the same protocol was used, but before the addition of each myomodulin dose, Cs$^+$ was applied for 5-10 minutes. When analyzing experimental data, burst period was computed as the time between median spikes of adjacent bursts, burst duration was computed as the time between the first and last spike of each burst, and interburst interval was computed as the time between the last spike of a burst and the first spike of the subsequent burst.

### 3.4.6 Mapping of Experimental Data

For each case from a set of experimental conditions {control, Cs$^+$, 1 $\mu$M myomodulin, 10 $\mu$M myomodulin, 100 $\mu$M myomodulin}, we determined the parameter pair from within the boundaries of the functional regime which best produced model activity matching the averages.
of the burst period and the burst duration of the experimental case. For this, we introduced a
simple measure of distance between the model and experimental bursting activity
\[ \text{Dist}\left(\Bar{g}_h, I_{\text{PumpMax}}\right) : \]
\[ \text{Dist}\left(\Bar{g}_h, I_{\text{PumpMax}}\right) = \sqrt{\left(\Bar{BP}_{HN} - \Bar{BP}_{Exp}\right)^2 + \left(\Bar{BD}_{HN,R} - \Bar{BD}_{Exp}\right)^2} \]  
\text{Eq. 28}

where \( \Bar{BP}_{HN} \) and \( \Bar{BD}_{HN,R} \) are the average burst period of both cells and the average burst
duration of the R cell in the HCO model at a given parameter set, respectively, and \( \Bar{BP}_{Exp} \) and
\( \Bar{BD}_{Exp} \) are the corresponding average values from the experimental condition. We performed a
search of model parameters that minimize \( \text{Dist}\left(\Bar{g}_h, I_{\text{PumpMax}}\right) \) to be used as representatives of
each experimental condition.

Once a parameter pair was selected for the Cs\(^{+}\) condition, we restricted the choice of
parameter pairs for the Cs\(^{+}\) with myomodulin conditions \{Cs\(^{+}\) + 1 \( \mu \)M myomodulin, Cs\(^{+}\) + 10
\( \mu \)M myomodulin, Cs\(^{+}\) + 100 \( \mu \)M myomodulin\} to the same value of \( \Bar{g}_h \) chosen for the Cs\(^{+}\) only
condition.

### 3.4.7 Curve Fitting

Curve fitting of \( (\Bar{g}_h, I_{\text{PumpMax}}) \) parameter pairs was accomplished using the MATLAB
\text{fit()} function from the Curve Fitting Toolbox. A custom inverse function prototype was defined
using the \text{fittype()} function as:
\[ I_{\text{PumpMax}}(\Bar{g}_h) = c_1 + \frac{c_2}{(\Bar{g}_h - c_3)} \]  
\text{Eq. 29}

Initial values for the constants \([c_1, c_2, c_3] = [0.47, 0.2, -0.1] \).
3.5 Results

Myomodulin decreases the burst period in leech heartbeat HCOs by increasing h-current and reducing Na\(^+\)/K\(^+\) pump current (Tobin & Calabrese 2005). Here, we investigated advantages that such comodulation might provide by considering a model of a leech heartbeat HCO (Figure 1). The living HN HCOs exhibits alternating, symmetric bursting with a period of 6-9 seconds. During bursting, the membrane potentials oscillate between -65 mV at the lowest point between bursts, -40 mV baseline potential during a burst, and up to 10 mV at the peaks of action potentials during the burst. I\(_h\) and persistent Na\(^+\) current, I\(_P\), drive the cell towards a certain membrane potential where the two low-threshold Ca\(^2+\) currents, I\(_{CaS}\) and I\(_{CaF}\), activate and initiate a burst. Then, I\(_P\) and I\(_{CaS}\) support the burst. I\(_{Pump}\) is always outward, has no reversal potential, and \([Na]_i\) determines its magnitude. I\(_{Pump}\) and I\(_P\) interact throughout the burst and between bursts (Figure 3.2).
Half-Center Oscillator model activity of HN(R) and HN(L) cells represented by membrane potentials, select currents, and intracellular sodium concentration. The cells burst in antiphase ($V_{m,R}$ and $V_{m,L}$) mutually inhibiting one another. Between bursts, $h$-current ($I_h$), which is activated by hyperpolarization, and persistent sodium current ($I_P$), which is deactivated but still notable, work together to promote the transition to the depolarized spiking phase of bursting. The pump current ($I_{Pump}$) contributes to hyperpolarization and is most active during bursts, where it opposes $I_P$. It is also quite active during the hyperpolarized phase of bursting where it opposes $I_h$ and $I_P$. The bursts are sustained by activated $I_P$. $I_P$ is a major contributor to intracellular sodium concentration ($[Na]_i$) during both phases of bursting. The pump current ($I_{Pump}$) rises quickly with $[Na]_i$ during the spiking phase of bursting and follows $[Na]_i$ between bursts.

3.5.1 Two-Parameter Map Reveals Several Regimes of Activity

To investigate the effects of comodulation of $h$- and pump currents, we explored model HCO activity in a large domain of two parameters, $\bar{g}_h$ and $I_{PumpMax}$ (Methods). A two-dimensional parameter sweep revealed a strong influence of these currents on the model activity (Figure 3.3). We found that average period of both cells generally decreased as $\bar{g}_h$ was increased (Figure 3.3A). Coefficient of variation of cycle period was generally low (Figure 3.3B), but at
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low levels of $I_{PumpMax}$, there were some domains of higher variability. The entire tested parameter space supported oscillatory activity which had periods ranging between 5 and 12 seconds. However, not all observed activity regimes were functional. We classified them into three major categories: functional bursting, asymmetric bursting, and plateau-containing regimes (Materials and Methods) and mapped them along with color coded temporal characteristics.

**Figure 3.3 HN HCO Parameter Maps of Burst Characteristics**

Two parameter maps of HCO model activity characteristics obtained under variation of parameters $\bar{g}_h$ and $I_{PumpMax}$. (A) Average period of both cells from the HCO model. HCO period ranges from 5 seconds to 12 seconds where warmer colors represent shorter periods. The general trend suggests that $\bar{g}_h$ is an effective parameter for controlling period of activity. (B) Coefficient of variation of cycle period, where warmer colors indicate higher variability. C) A measure of the asymmetry of depolarized phase durations between the two cells in HCO. More asymmetric activity is marked by warmer colors in this plot. Asymmetric activity appeared in conditions where $\bar{g}_h$ and $I_{PumpMax}$ were either both high or both low. (D) Average duration of the depolarized phase of HN(R) activity (D1) and HN(L) activity (D2). Warmer colors represent shorter depolarized phase durations. Distinct complementary “checkerboard” patterns appear in these maps for larger values of both $\bar{g}_h$ and $I_{PumpMax}$ indicating asymmetry and, thus, bistability. Coefficient of variation of depolarized phase duration in HN(R) model activity (E1) and HN(L) model activity (E2). (F) Ratio of depolarized phases in model cell HN(R) activity (F1) and HN(L) activity (F2) at a given parameter set which were classified as plateau-like rather than functional bursts. Warmer colors represent traces with more plateau-containing depolarized phases. In B, C, E and F, the white dashed lines indicate the borders of the functional regime.
Comparison of the depolarized phase duration of each cell in the model HCO revealed a “checkerboard” asymmetric pattern at higher values of $\bar{g}_h$ and $I_{\text{PumpMax}}$ (Figure 3.3D1 & 3.3D2). In this region, cycle period changes smoothly under variation of the parameters, but the steady state burst durations of the cells are notably different and their proportions in the period flip back and forth between longer and shorter from point to point on the map. Since in our model HCO, both neurons and their connections are identical, it follows that either cell could be the one with longer period. An asymmetric bursting regime with longer burst duration of one cell must be accompanied by another coexisting regime in which the other cell has a longer burst duration. The apparent randomness of the dominating side on the map, visualized as complementary checkerboards in depolarized phase duration, is likely a result of high sensitivity of the asymmetric regimes to the choice of the initial states of the neurons. We had attempted to trace regimes during a sweep; each time we tested a new pair of parameters we set the initial conditions to those of the last time point from the previous simulation. This last point belonged to the steady state bursting activity attained from the previous simulation, which is slightly different from the steady state which the HCO with the new parameter set will produce and thus the trace is slightly perturbed versus the old steady state bursting activity. This difference in initial states explains the presence of both steady-state asymmetric regimes in our data. On the map, (Figure 3.3C) asymmetry measures (Methods) ranged from 0 to 1.85, though 80% of evaluated cases throughout the entire map were less than 1. At higher values of $\bar{g}_h$ and $I_{\text{PumpMax}}$, asymmetry was pronounced. In order to operationally label regimes as asymmetric, we chose a conservative asymmetry threshold of 0.2; this represented the case in which the duration of the depolarized phase of one cell in the HCO was equal or larger than 55% of the period. In the model, the period was always equal to the sum of the two burst durations of both HCO neurons.
Although, we considered asymmetric regimes as dysfunctional, we suggest that under relatively low measures of asymmetry the bursting asymmetric regime would present only a mild risk for animal viability.

![Image of Figure 3.4 HN HCO Regimes of Activity](image)

**Figure 3.4 HN HCO Regimes of Activity**

Functional and non-functional regimes mapped under variation of parameters $\bar{g}_h$ and $I_{PumpMax}$ (A) and representative examples of each regime (B). (A) The regimes have been categorized as asymmetric bursting (green), functional bursting (blue), or plateau-containing activity (red). (B) Examples of membrane potential traces representing the asymmetric regime (B1) at $\bar{g}_h = 3.6 \, nS$, $I_{PumpMax} = 0.46 \, nA$, the functional regime (B2) at $\bar{g}_h = 3.6 \, nS$, $I_{PumpMax} = 0.4 \, nA$, and the plateau-containing regime (B3) at $\bar{g}_h = 3.6 \, nS$, $I_{PumpMax} = 0.36 \, nA$. This map unveils a functional pathway through parameter space.

Another dysfunctional activity regime was noted by inspection of the coefficient of variation of the cycle period of model activity, which detected an area of high period variability at low values of $I_{PumpMax}$. Further investigation of patterns in this area on the map revealed a large domain supporting complex activity consisting of plateau events, single spikes, and bursts. While the exact patterns varied widely, they all exhibited depolarized plateau events in one or both cells’ activity. Plateaus in this system in vivo would be considered dysfunctional activities, so we characterized these regimes by the proportion of plateaus events among the depolarized phases of the pattern period (See Methods) (Figure 3.3F1 & 3.3F2). The major predictor of the presence of plateaus was low $I_{PumpMax}$, as no plateaus were identified in simulations in which $I_{PumpMax}$ was...
above 0.41 nA (Figure 3.3F1 & 3.3F2). Regimes in which either cell exhibited any plateaus were considered dysfunctional and labeled as plateau-containing. Those regimes at low values of $I_{PumpMax}$ which were both asymmetric and contained plateaus, we generally marked as plateau-containing as this property represents a more serious pathological condition. These plateaus appear to be similar to seizure-like plateau activity induced by Co$^{2+}$ or K$^+$ blockers in leech neurons (Angstadt & Friesen 1991, Opdyke & Calabrese 1994).

Functional bursting was revealed within a domain of functional regimes on the two-parameter map (Figure 3.4A). Its borders are marked in white on Figures 3.3B, 3.3C, 3.3E, & 3.3F. It exhibited a range of periods from 4.9 seconds to 11.8 seconds. Representative voltage traces from these regimes are shown in Figure 3.4B.

### 3.5.2 Supporting Functional Bursting Activity through Comodulation

By applying a mask of the area labeled functional to the map of burst periods, we obtained our primary finding; comodulation of the two currents can expand the temporal burst characteristics while retaining the functional pattern. Starting from anywhere in this functional comodulation pathway, shaped like a turning stripe, it is clear that by variation of one parameter along either the $\bar{g}_h$ or the $I_{PumpMax}$ axes, burst period can only be adjusted in a small range before encountering a transition to a dysfunctional regime (Figure 3.4A). By modulating both pump and h-currents together, however, bursting cycle period of the HCO can be smoothly controlled over a wide range (Figure 3.5A).

We searched the functional area of the map and determined the largest viable parameter difference along the $\bar{g}_h$ or the $I_{PumpMax}$ axes. Then, we compared burst characteristics at those boundary parameter values to the maximal difference of parameter and burst characteristics projected along a fitted line of comodulation through the entire functional pathway (See
Methods). By searching along the $I_{\text{PumpMax}}$ axis, we found that the greatest continuous range of $\bar{g}_h$ values occurred at $I_{\text{PumpMax}} = 0.385$ nA, where $\bar{g}_h$ could be modulated in the range $[3.2, 10]$ nS to produce a range of burst periods between 7.1 seconds and 4.9 seconds, a difference of 2.2 seconds. The greatest achievable range in burst period by modulation of $\bar{g}_h$ alone through the functional region occurred at $I_{\text{PumpMax}} = 0.425$ nA where $\bar{g}_h$ could be modulated in the range $[0, 2.2]$ nS to produce a range of burst periods between 7.9 seconds and 11.0 seconds. So, by only modulating $\bar{g}_h$, a range of burst period of 3.1 seconds is achievable (Figure 3.5B). Searching along the $\bar{g}_h$ axis, we found that the greatest continuous range of $I_{\text{PumpMax}}$ values occurred at $\bar{g}_h$=0 nS, where $I_{\text{PumpMax}}$ could be modulated in the range $[0.368, 0.500]$ nA. These two boundary values of $I_{\text{PumpMax}}$ produce burst periods of 8.2 seconds and 11.7 seconds respectively, a difference of 3.5 seconds. However, the greatest achievable range in burst periods within this parameter variation occurred at $\bar{g}_h$=0 nS between $I_{\text{PumpMax}}$ = 0.398 nA and $I_{\text{PumpMax}}$ = 0.444 nA where the burst periods were 7.0 seconds and 11.8 seconds, respectively (Figure 3.5C). So, by changing only $I_{\text{PumpMax}}$, a change in burst period of 4.8 seconds is achievable.

To infer a comodulation mechanism coordinating the changes of the pump and h-currents, we first hypothesized that comodulation would be most robust to perturbation if it traversed the center of the functional regime area, navigating away from the borders, and that the simplest comodulation mechanism would be the basic reciprocal relation of the two parameters. We fitted a simple curve representing reciprocal relations between $\bar{g}_h$ and $I_{\text{PumpMax}}$ to all points, i.e. parameter pairs, in the functional parameter area on the map ($R^2 = 0.7$):

$$I_{\text{PumpMax}}(\bar{g}_h) = 0.3 + \frac{0.85}{(\bar{g}_h + 5.7)} \quad \text{Eq. 30}$$
Maximal parameter distance along this curve was between points in parameter space $(\bar{g}_h, I_{\text{PumpMax}}) = (0.0, 0.446)$ and $(\bar{g}_h, I_{\text{PumpMax}}) = (10, 0.354)$. Between these two points in parameter space along the curve of comodulation, we found that burst period could be varied between 11.8 seconds and 5.6 seconds for a maximum achievable range of 6.2 seconds. This occurred between the parameter points $(\bar{g}_h, I_{\text{PumpMax}}) = (0.0, 0.446)$ and $(\bar{g}_h, I_{\text{PumpMax}}) = (9.8, 0.355)$. These results demonstrate that the burst period could be modified over a larger range under comodulation (6.2 seconds) than under single parameter variation (4.8 seconds). This mapping shows that comodulation is a viable mechanism for expanding the range of achievable temporal characteristics. Maximal distances between parameter pairs and maximal ranges in burst statistics for each search condition are provided in Table 3.1.
Figure 3.5 Comodulation Widens the Achievable Range of Periods

A color map of burst period within the area supporting the functional regime (A) demonstrates that comodulation of $\bar{g}_h$ and $I_{\text{PumpMax}}$ expands the range of functional bursting. Overlaid in black is a curve fit of all points in the functional parameter space. This curve represents a general path of smooth comodulation introduced by the application of myomodulin, and it has the form:

$$I_{\text{PumpMax}}(\bar{g}_h) = 0.3 + \frac{0.85}{(\bar{g}_h + 5.7)}$$

Arrows indicate the direction travelled by the HCO model through parameter space to represent increased modulation by myomodulin. (B1) Minimum (blue) and maximum (black) achievable period by modulating only $\bar{g}_h$ at all test values of $I_{\text{PumpMax}}$. (B2) Maximal possible change in burst period modulating only $\bar{g}_h$ (black) is less than the achievable change in burst period through comodulation (single value marked in red). (C1) Minimum (blue) and maximum (black) achievable period by modulating only $I_{\text{PumpMax}}$ at all test values of $\bar{g}_h$. (C2) Maximal possible change in burst period modulating only $I_{\text{PumpMax}}$ (black) is less than the achievable change in burst period through
comodulation (single value marked in red). Global maxima in possible shifts in parameter, burst period, and burst duration within the functional regime are included in Table 3.2.

### 3.5.3 Model Validation and Experimental Results

In concert, we performed extracellular recordings of pairs of HN(3) or HN(4) neurons -- treated equivalently as there have been no observed consistent differences in these HCOs (Kueh et al. 2016) -- under control conditions and for three different doses of myomodulin (1 μM, 10 μM, 100 μM) (Figure 3.6A). Across experiments (n=5), myomodulin concentration accounted for the variance in burst period (p<0.0001) and burst duration (p<0.0001). The general trend supported our previous studies which had found that the addition of 1 μM myomodulin decreased burst period from 12.1 s ± 1.2 s to 6.8 s ± 1.0 s (Tobin & Calabrese 2005). These new experiments also showed that myomodulin affects the burst period in a dose-dependent manner (control: 9.0 s ± 0.7 s; myomodulin 1 μM: 6.4 s ± 0.3 s; myomodulin 10 μM: 5.6 s ± 0.3 s; myomodulin 100 μM: 4.2 s ± 0.1 s)(Figure 3.6A1). Significant differences in burst period and burst duration were found between control conditions and each myomodulin condition (‘*’ in Figure 3.6A1-2, p<0.05 for each), and between the 1 μM and 100 μM conditions (‘#’ in Figure 3.6A1-2, p<0.05). Higher doses of myomodulin caused a greater decrease in period.

A second set of experiments was performed with Cs⁺ (2mM), an h-current blocker, to evaluate whether the model matches the action of myomodulin on the pump current alone. Extracellular recordings were performed on HN(3) or HN(4) neurons under control conditions, Cs⁺ conditions, and the same three doses of myomodulin now with Cs⁺ introduced prior to application of each dose of myomodulin (Figure 3.7A). Here, the period is also affected in a dose-dependent manner (control: 8.4 s ± 0.3 s; Cs⁺: 9.6 s ± 0.6 s; myomodulin 1 μM + Cs⁺: 7.8 s ± 0.5 s; myomodulin 10 μM + Cs⁺: 6.6 s ± 0.3 s; myomodulin 100 μM + Cs⁺: 4.4 s ± 0.2 s) (Figure 3.7A1). Across 5 experiments, we found that the variances in burst period and burst
duration were accounted for by treatment effects (p<0.0001 and p<0.0001 respectively). Significant differences in burst period and burst duration were found between the control condition and the myomodulin 10 μM + Cs⁺ and myomodulin 100 μM + Cs⁺ conditions (* in Figure 3.7A1-2, p<0.05 for each). All combined treatment conditions demonstrated significant differences in burst period and burst duration from the Cs⁺ alone condition († in Figure 3.7A1-2, p<0.05 for each). Burst period was significantly different between all combined treatment conditions (# in Figure 3.7A1, p<0.05 for each), but burst duration was only significant between myomodulin 10 μM + Cs⁺ and myomodulin 100 μM + Cs⁺ conditions (# in Figure 3.7A2, p<0.05 for each).

To verify our model, for each experimental condition, we identified a single “best fit” point within the functional area of the map (Figures 3.6B,3.7B) at which differences between model values of burst duration and burst period and corresponding experimental values were minimal (Eq. 27, Table 3.1). These selected points represent the neuromodulation induced by the different doses of myomodulin; experimental conditions with higher concentrations of myomodulin map to model parameter domains at higher ĝₕ and lower I_{PumpMax} (Figure 3.6B), consistent with the findings of Tobin & Calabrese (2005). The point of best fit between model and Cs⁺ conditions occurred at ĝₕ = 1 nS and I_{PumpMax} = 0.448 nA. This point is near the control conditions, but with a lower ĝₕ value, which is consistent with the blocked h-current experimental condition. The remaining conditions with myomodulin and Cs⁺ were then mapped to points in the functional area of the map with the same ĝₕ values under the presumption that in this model ĝₕ = 1 nS represents an h-current blocked by Cs⁺ (Figure 3.7B). There was good agreement between model and experiment for the Cs⁺ with 1 μM myomodulin and Cs⁺
μM myomodulin conditions, while the Cs⁺ with 100 μM myomodulin was mapped to the same point in parameter space as the Cs⁺ with 10 μM myomodulin.

In conclusion, model burst duration and burst period have good agreement for experimental values under all conditions except Cs⁺ with 100 μM myomodulin. As the dose of myomodulin increases, burst period and burst duration decrease and correspond to higher $\bar{g}_h$ values and lower $I_{PumpMax}$ values on the map. Direct comparisons between model and experimental voltage traces for both sides of the HCO are provided in Figures 3.6C and 3.7C.

To test whether reciprocal relation of the two currents could describe experimental data, we then fit a comodulation curve over to the selected parameter value representations of experimental activity, and suggest that the reciprocal relationship may describe the comodulation of h-current and Na⁺/K⁺ pump current by myomodulin ($R^2=0.97$) (Figure 3.6B):

$$I_{PumpMax}(\bar{g}_h) = 0.36 + \frac{0.16}{(\bar{g}_h + 0.85)}$$  \hspace{1cm} Eq. 31

This experimentally justified comodulation curve has an even greater range of achievable periods than the midline comodulation curve. Maximal parameter distance here occurred between the boundary points $(\bar{g}_h, I_{PumpMax}) = (0.4, 0.491)$ and $(\bar{g}_h, I_{PumpMax}) = (10, 0.38)$ where the burst period was 11.7 and 4.9 seconds, respectively. In this case, burst period could be changed by up 6.8 seconds, as compared to the midline comodulation curve which could achieve a 6.2 second range, the modulation of only $I_{PumpMax}$ which could achieve a 4.8 second range, and the modulation of $\bar{g}_h$ alone which could achieve a 3.1 second range. Remarkably, this comodulation curve and the experimental points were not in the center of the functional regime, but close to the borders of the asymmetric regime. In retrospect, this made sense, as a perturbation resulting in mild asymmetry would not be nearly as catastrophic as a perturbation resulting in a depolarization block.
Figure 3.6 Model Reproduces Myomodulin Results

Mapping experimental results with myomodulin onto the model parameter plane suggest a specific comodulation curve. (A) Statistical comparisons of myomodulin dose-response of experimentally measured burst period and burst duration are provided. In addition, burst period and burst duration means of individual animals (n=5) are included in gray. Significant differences in sample means were found between control and all myomodulin conditions (* p<0.05) as well as between 1μM myomodulin and 100μM myomodulin (# p<0.05), suggesting a dose effect. Error bars on the experimental series represent the standard error of the mean. Model means for burst period and burst duration for best representative cases of each experimental condition are included for comparison. In experiments, asymmetry measures (Table 3.7), coefficient of variation of burst period (Table 3.9), and coefficient of variation of burst duration (Table 3.11) were low. Each experimental condition was mapped (B) to a single point on the diagram according to burst period and burst duration associated with a particular dose of myomodulin: control (circle), 1 μM myomodulin (inverted triangle), 10 μM myomodulin (diamond), 100 μM myomodulin (upright triangle). The relationship between $I_{PumpMax}$ and $\bar{g}_h$ is then fitted to the positions in parameter space chosen for control and myomodulin conditions producing the following curve:

$$I_{PumpMax}(\bar{g}_h) = 0.36 + \frac{0.16}{(\bar{g}_h+0.85)}$$

Chosen parameter sets in the model match well with experimental data. (C) Model voltage traces are compared directly to extracellular recordings of bilateral HN cells from corresponding conditions.
Figure 3.7 Model Reproduces Results from Cesium Experiments
The model matches results from experiments with 2 mM Cs\(^+\) (blocks h-current) and myomodulin. (A) Statistical comparisons of Cs\(^+\) with myomodulin dose-response of experimentally measured burst period (A1) and burst duration (A2) are provided. In addition, burst period and burst duration means of individual animals (n=5) are included in gray. Significant differences in sample means of burst duration and burst period were found between Cs\(^+\)-only conditions and all Cs\(^+\) with myomodulin conditions († p<0.05) and also between control conditions and the Cs\(^+\) with 1μM myomodulin and Cs\(^+\) with 100μM myomodulin (* p<0.05) conditions. Significant differences in burst period and burst duration between Cs\(^+\) with myomodulin conditions are labeled (# p<0.05). Error bars on the experimental series represent the standard error of the mean. Model means for burst period and burst duration for best representative cases of each experimental condition are included for comparison. In experiments, asymmetry measures (Table 3.8), coefficient of variation of burst period (Table 3.10), and coefficient of variation of burst duration (Table 3.12) were low. Each experimental condition is mapped (B) to a single point in the map according to burst period and burst duration associated with control and application of Cs\(^+\) with a particular dose of myomodulin: control (circle), Cs\(^+\) (star), Cs\(^+\) with 1 μM myomodulin (inverted triangle), Cs\(^+\) with 10 μM myomodulin (diamond), Cs\(^+\) with 100 μM myomodulin (upright triangle). The 10μM myomodulin and 100μM myomodulin conditions mapped to the same location. (C) Model voltage traces are compared to extracellular recordings of contralateral HN cells from corresponding conditions. HN(R) is the top and HN(L) the bottom trace for both the model and the living neurons.

HN HCOs do not typically burst in asymmetric fashion (Kueh et al. 2016, Wenning et al. 2018). When we analyzed asymmetry in the experimental data set, we saw that across the 5
subjects in the myomodulin experiments and also across the 5 subjects in the combined myomodulin with Cs⁺ experiments, average levels of asymmetry, computed in the same manner as the model data, were all less than 0.2, our selected cutoff for model asymmetry. The largest average level of asymmetry was observed in the Cs⁺ alone condition with an average asymmetry measure of 0.11 and a standard error of 0.04 across 5 subjects.

The variability in the burst period and burst duration in experiments was relatively small. Means and standard errors for individual leeches are shown alongside grand means and model comparisons in Figures 3.6A & 3.7A. Coefficients of variation of burst period averaged across animals in both the Cs⁺ plus myomodulin experiments and the myomodulin only experiments did not exceed 0.1. One subject under control conditions had a coefficient of variation of burst period of 0.12. Across the 5 subjects in the Cs⁺ plus myomodulin experiments, variability in the coefficient of variation of burst period between treatment conditions was significant (p<0.05), but coefficients of variation were <0.1 in all cases. Coefficients of variation of burst duration averaged across animals in both the Cs⁺ plus myomodulin experiments and the myomodulin only experiments were slightly higher but did not exceed 0.13. The highest coefficient of variation of burst duration observed in any one preparation was 0.24 in the 100 μM myomodulin with Cs⁺ condition. The effect of the treatment could not account for the variation in the mean coefficient of variation of burst duration (p>0.05). For a full analysis of the burst characteristics of the HN CPG from an extensive data set see Wenning et al. (2018).
### Table 3.1 Table of Mapped Parameter Values for Experimental Conditions

Points in parameter space selected to represent experimental conditions with burst period and burst duration at those points in parameter space.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Model $\bar{g}_h$</th>
<th>Model $I_{\text{PumpMax}}$</th>
<th>Model Burst Period</th>
<th>Model Burst Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1.6</td>
<td>0.429</td>
<td>8.69</td>
<td>4.44</td>
</tr>
<tr>
<td>Cesium</td>
<td>1.0</td>
<td>0.448</td>
<td>9.68</td>
<td>4.83</td>
</tr>
<tr>
<td>1µM Myo</td>
<td>3.4</td>
<td>0.406</td>
<td>6.72</td>
<td>3.52</td>
</tr>
<tr>
<td>10µM Myo</td>
<td>5.4</td>
<td>0.385</td>
<td>5.86</td>
<td>2.99</td>
</tr>
<tr>
<td>100µM Myo</td>
<td>10</td>
<td>0.382</td>
<td>4.89</td>
<td>2.48</td>
</tr>
<tr>
<td>1µM Myo + 2mM Cs</td>
<td>1.0</td>
<td>0.413</td>
<td>7.35</td>
<td>3.2</td>
</tr>
<tr>
<td>10µM Myo + 2 mM Cs</td>
<td>1.0</td>
<td>0.411</td>
<td>6.78</td>
<td>2.82</td>
</tr>
<tr>
<td>100µM Myo + 2mM Cs</td>
<td>1.0</td>
<td>0.411</td>
<td>6.78</td>
<td>2.82</td>
</tr>
</tbody>
</table>
**Table 3.2 Maximal Changes in Parameter and Burst Statistics within Functional Regime**

Maximal continuous parameter and burst statistic shifts along each axis compared to maximal parameter and burst statistic shifts along a curve fitted to the midline of the functional regime in model parameter space (Figure 3.5A) and along a curve fitted to the experimental (myomodulin) points (Figure 3.6A). Largest shifts in parameter, burst duration, and burst period are searched independently to ensure good agreement. The line of comodulation allows for a larger possible shift in temporal burst characteristics than modulation of either current alone, anywhere in the tested functional regimes on the two-parameter map.

### Maximal Change in Parameter Values Within Functional Regime

<table>
<thead>
<tr>
<th>Search Axis</th>
<th>( Ip_{\text{pumpmax}} ) (nA)</th>
<th>( gh ) (nS)</th>
<th>Burst Duration (s)</th>
<th>Burst Period (s)</th>
<th>Interburst Interval (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gh modulated</td>
<td></td>
<td>6.8</td>
<td>1.01</td>
<td>2.15</td>
<td>1.14</td>
</tr>
<tr>
<td>( Ip_{\text{pumpmax}} ) modulated</td>
<td>0.132</td>
<td></td>
<td>2.06</td>
<td>3.56</td>
<td>1.5</td>
</tr>
<tr>
<td>Comodulation(midline)</td>
<td>0.092</td>
<td>10</td>
<td>2.77</td>
<td>6.19</td>
<td>3.41</td>
</tr>
<tr>
<td>Comodulation(experimental)</td>
<td>0.111</td>
<td>9.6</td>
<td>3.12</td>
<td>6.81</td>
<td>3.7</td>
</tr>
</tbody>
</table>

### Maximal Change in Burst Duration Within Functional Regime

<table>
<thead>
<tr>
<th>Search Axis</th>
<th>( Ip_{\text{pumpmax}} ) (nA)</th>
<th>( gh ) (nS)</th>
<th>Burst Duration (s)</th>
<th>Burst Period (s)</th>
<th>Interburst Interval (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gh modulated</td>
<td></td>
<td>0.4</td>
<td><strong>1.42</strong></td>
<td>2.40</td>
<td>0.98</td>
</tr>
<tr>
<td>( Ip_{\text{pumpmax}} ) modulated</td>
<td>0.09</td>
<td></td>
<td><strong>2.8</strong></td>
<td>4.70</td>
<td>1.90</td>
</tr>
<tr>
<td>Comodulation(midline)</td>
<td>0.091</td>
<td>9.8</td>
<td><strong>2.86</strong></td>
<td>6.20</td>
<td>3.34</td>
</tr>
<tr>
<td>Comodulation(experimental)</td>
<td>0.11</td>
<td>8.8</td>
<td><strong>3.2</strong></td>
<td>6.68</td>
<td>3.49</td>
</tr>
</tbody>
</table>

### Maximal Change in Burst Period Within Functional Regime

<table>
<thead>
<tr>
<th>Search Axis</th>
<th>( Ip_{\text{pumpmax}} ) (nA)</th>
<th>( gh ) (nS)</th>
<th>Burst Duration (s)</th>
<th>Burst Period (s)</th>
<th>Interburst Interval (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gh modulated</td>
<td></td>
<td>2.2</td>
<td>1.13</td>
<td><strong>3.16</strong></td>
<td>2.03</td>
</tr>
<tr>
<td>( Ip_{\text{pumpmax}} ) modulated</td>
<td>0.046</td>
<td>2.78</td>
<td>4.83</td>
<td>2.05</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3.3 Repeated Measures ANOVA - Myomodulin Experiments

Repeated measures ANOVA for myomodulin experiments. Difference between drug conditions were statistically significant (p<0.05).

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Fcrit</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Burst Period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>76.82</td>
<td>4.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject</td>
<td>4</td>
<td>6.03</td>
<td>1.51</td>
<td>2.39</td>
<td>3.26</td>
<td>0.109</td>
</tr>
<tr>
<td>Drug</td>
<td>3</td>
<td>63.21</td>
<td>21.07</td>
<td>33.35</td>
<td>3.49</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Error</td>
<td>12</td>
<td>7.58</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Burst Duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>25.48</td>
<td>1.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject</td>
<td>4</td>
<td>2.03</td>
<td>0.51</td>
<td>2.11</td>
<td>3.26</td>
<td>0.2826</td>
</tr>
<tr>
<td>Drug</td>
<td>3</td>
<td>20.57</td>
<td>6.86</td>
<td>28.59</td>
<td>3.49</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Error</td>
<td>12</td>
<td>2.88</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.4 Repeated Measures ANOVA - Cesium Experiments
Repeated measures ANOVA for cesium + myomodulin experiments. Difference between drug and subject conditions were statistically significant (p<0.05).

<table>
<thead>
<tr>
<th></th>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Fcrit</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>24</td>
<td>92.55</td>
<td>3.856</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subject</td>
<td>4</td>
<td>7.47</td>
<td>1.87</td>
<td>3.98</td>
<td>3.01</td>
<td>0.0189</td>
</tr>
<tr>
<td></td>
<td>Drug</td>
<td>4</td>
<td>77.58</td>
<td>19.4</td>
<td>41.38</td>
<td>3.01</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>16</td>
<td>7.5</td>
<td>0.469</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Fcrit</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>24</td>
<td>38.62</td>
<td>1.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subject</td>
<td>4</td>
<td>2.95</td>
<td>0.74</td>
<td>4.69</td>
<td>3.01</td>
<td>0.0107</td>
</tr>
<tr>
<td></td>
<td>Drug</td>
<td>4</td>
<td>33.16</td>
<td>8.29</td>
<td>52.71</td>
<td>3.01</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>16</td>
<td>2.52</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5 Post-hoc Pairwise Comparisons – Myomodulin Experiments

Post-hoc pairwise comparisons computed using Tukey’s HSD for myomodulin experiments. Significant differences in burst duration and burst period were found between control and all conditions as well as between 1μM myomodulin and 100μM myomodulin conditions.

**Tukey’s HSD**

### Burst Period

<table>
<thead>
<tr>
<th>Condition (B)</th>
<th>Condition (A)</th>
<th></th>
<th>Xₐ-Xₐ</th>
<th></th>
<th>q</th>
<th>qₜₐᵣᵦ</th>
<th>p&lt;0.05</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1μM myomodulin</td>
<td>2.61</td>
<td>7.34</td>
<td>4.199</td>
<td>Yes</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 μM myomodulin</td>
<td>3.48</td>
<td>9.8</td>
<td>4.199</td>
<td>Yes</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 μM myomodulin</td>
<td>4.88</td>
<td>13.72</td>
<td>4.199</td>
<td>Yes</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1μM myomodulin</td>
<td>10 μM myomodulin</td>
<td>0.87</td>
<td>2.46</td>
<td>4.199</td>
<td>No</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 μM myomodulin</td>
<td>2.27</td>
<td>6.37</td>
<td>4.199</td>
<td>Yes</td>
<td>#</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 μM myomodulin</td>
<td>100 μM myomodulin</td>
<td>1.39</td>
<td>3.92</td>
<td>4.199</td>
<td>No</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Burst Duration

| Condition (B) | Condition (A) | |Xₐ-Xₐ| |q| qₜₐᵣᵦ | p<0.05 | Symbol |
|---------------|---------------|-------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Control       | 1μM myomodulin| 1.47              | 6.69            | 4.199          | Yes             | *               |
|               | 10 μM myomodulin| 2.01             | 9.18            | 4.199          | Yes             | *               |
|               | 100 μM myomodulin | 2.77          | 12.66           | 4.199          | Yes             | *               |
| 1μM myomodulin| 10 μM myomodulin| 0.55             | 2.49            | 4.199          | No              | NA              |
|               | 100 μM myomodulin | 1.31            | 5.97            | 4.199          | Yes             | #               |
| 10 μM myomodulin| 100 μM myomodulin | 0.76            | 3.48            | 4.199          | No              | NA              |
### Table 3.6 Post-hoc Pairwise Comparisons - Cesium Experiments

Post-hoc pairwise comparisons computed using Tukey’s HSD for cesium experiments.

#### Tukey's HSD

**Burst Period**

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Condition (B)</th>
<th>Condition (A)</th>
<th></th>
<th>q</th>
<th>q&lt;sub&gt;crit&lt;/sub&gt;</th>
<th>p&lt;sub&gt;&lt;0.05&lt;/sub&gt;</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Cs 2mM</td>
<td>1.16</td>
<td>3.8</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 1 µM myomodulin</td>
<td>0.622</td>
<td>2.49</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 10 µM myomodulin</td>
<td>1.85</td>
<td>6.03</td>
<td>4.33</td>
<td>Yes</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>4.0</td>
<td>13.05</td>
<td>4.33</td>
<td>Yes</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Cs 2mm</td>
<td>Cs + 1 µM myomodulin</td>
<td>1.79</td>
<td>5.83</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 10 µM myomodulin</td>
<td>3.01</td>
<td>9.83</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>5.16</td>
<td>16.86</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td>Cs + 1 µM myomodulin</td>
<td>Cs + 10 µM myomodulin</td>
<td>3.38</td>
<td>13.51</td>
<td>4.33</td>
<td>Yes</td>
<td>#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>1.22</td>
<td>4.9</td>
<td>4.33</td>
<td>Yes</td>
<td>#</td>
<td></td>
</tr>
<tr>
<td>Cs + 10 µM myomodulin</td>
<td>Cs + 100 µM myomodulin</td>
<td>2.15</td>
<td>8.61</td>
<td>4.33</td>
<td>Yes</td>
<td>#</td>
<td></td>
</tr>
</tbody>
</table>

**Burst Duration**

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Condition (B)</th>
<th>Condition (A)</th>
<th></th>
<th>q</th>
<th>q&lt;sub&gt;crit&lt;/sub&gt;</th>
<th>p&lt;sub&gt;&lt;0.05&lt;/sub&gt;</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Cs 2mM</td>
<td>0.06</td>
<td>0.31</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 1 µM myomodulin</td>
<td>1</td>
<td>4</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 10 µM myomodulin</td>
<td>1.89</td>
<td>10.64</td>
<td>4.33</td>
<td>Yes</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>2.96</td>
<td>16.71</td>
<td>4.33</td>
<td>Yes</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Cs 2mm</td>
<td>Cs + 1 µM myomodulin</td>
<td>1.06</td>
<td>5.95</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 10 µM myomodulin</td>
<td>1.94</td>
<td>10.96</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>3.02</td>
<td>17.03</td>
<td>4.33</td>
<td>Yes</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td>Cs + 1 µM myomodulin</td>
<td>Cs + 10 µM myomodulin</td>
<td>0.89</td>
<td>3.55</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cs + 100 µM myomodulin</td>
<td>1.96</td>
<td>7.85</td>
<td>4.33</td>
<td>Yes</td>
<td>#</td>
<td></td>
</tr>
<tr>
<td>Cs + 10 µM myomodulin</td>
<td>Cs + 100 µM myomodulin</td>
<td>1.08</td>
<td>4.31</td>
<td>4.33</td>
<td>No</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>
3.6 Discussion

Neuromodulation allows neuronal networks to flexibly adapt to changing behavioral goals and variable environments. An important question posed by experiments with CPGs is why neuromodulators target more than one membrane current. Also intriguing -- why is Na⁺/K⁺ pump current among targeted currents? The leech heartbeat CPG is an ideal system for exploring these questions, offering well-described cellular and circuit dynamics and a biophysical model rooted in experimental data. We investigated activities of a biophysical model of the leech heartbeat half-center oscillator (HN HCO) under parameter variation of the maximal conductance of the h-current (\(g_h\)) and the maximal pump current (\(I_{\text{PumpMax}}\)). This model of comodulation in leech HNs revealed a mechanism which allows an HCO to regulate its period in a range which is unattainable through modulation of a single current. The two-parameter map of activities revealed a stripe of parameters supporting functional bursting. It is located between large areas of two dysfunctional patterns, asymmetric bursting and plateau-containing seizure-like activity. Within the functional range, we found points which readily matched results from myomodulin dose-dependence experiments. The curve of modulation fitted to these experimental data tracks very close to the border of the asymmetric regime, and far from the more pathological plateau-containing regime. The mechanism of comodulation of the pump and h-currents, identified as their reciprocal relation, expands the functional ranges of \(g_h\) and \(I_{\text{PumpMax}}\) by navigating between the areas producing dysfunctional patterns. The comodulation offers more than simple synergistic augmentation of the cycle period range, it expands the range of functional bursting periods by 42% compared to modulation of \(I_{\text{PumpMax}}\) alone or 119% compared to modulation of \(g_h\) alone. Thus, investigating the modulatory space of models can reveal complex interactions
which are difficult to isolate in experiments. This comodulation mechanism allows the HCO circuit to produce functional bursting, while regulating its temporal properties in a wide range.

### 3.6.1 Pump Current Contributes Directly to the Dynamics of Rhythm Generation

The role of the Na\(^+\)/K\(^+\) pump in the dynamics of rhythm generating circuits is not well understood. By executing a vital housekeeping function of maintaining Na\(^+\) and K\(^+\) gradients across the membrane, it generates an outward current which must be accounted for in the checks-and-balances of oscillatory pattern generating dynamics. Multiple studies, computational and experimental, have shown how its electrogenic nature is fundamental to the excitability of neurons (Forrest et al. 2012, Krishnan 2015, Kueh et al. 2016, Picton et al 2017). Here, we show that the pump’s contribution is critical for robust yet flexible control of bursting. Significantly, in this HN HCO circuit, modifications to \(I_{\text{Pump}}\) have immediate consequences to the bursting rhythm. Blockage or large reductions in pump activity affect Na\(^+\) and K\(^+\) ionic gradients with consequent effects on bursting rhythms over the time scale of several bursts. For example, blocking the pump with strophanthidin gradually disrupts the HN HCO’s rhythm as the cells reach a depolarization block and are unable to fire action potentials (Kueh et al 2016).

Furthermore, in HN HCOs, \(I_{\text{Pump}}\) is a large, active component contributing to bursting dynamics through interaction with Na\(^+\) and other currents, and its down-modulation can be used as an effective mechanism to regulate temporal burst characteristics. The pump current interacts with h-current during the interburst interval both activating it by causing hyperpolarization and opposing it by being an outward current. Imbalance between these currents leads to plateau-containing, highly variable activity or asymmetric activity which would be maladaptive for the animal. \(I_{\text{Pump}}\) is thus an active contributor to the dynamics of rhythm generation on both long and
short timescales. The ability of \( I_{\text{pump}} \) to act on short timescales supports its potential role in information processing as well (Forrest 2014).

### 3.6.2 Relation to Homeostatic Mechanisms

With the exception of the asymmetric cases, the duty cycle of the model is very close to 50\%, while experimental traces typically display a duty cycle of around 60\% in control and myomodulin alone. This has been a consistent discrepancy with the HN HCO model since its inception (Hill et al. 2001). The onset of spiking in the model is abrupt at the end of inhibition owing to the single compartment nature of the model; a choice that enhances dynamical analysis but sacrifices the nuances of spiking activity. Despite this issue, these HN HCO models have had predictive value and reproduced the core properties of burst generation in a variety of pharmacological, dynamic clamp, and hybrid-system experiments (Hill et al. 2001, Cymbalyuk et al. 2002, Sorensen et al. 2004, Olypher et al. 2006, García et al. 2008, Weaver et al. 2010, Kueh et al. 2016). We note that in our experiments, the mean duty cycle across animals decreased to 50\% in Cs\(^+\) and as low as 40\% in Cs\(^+\) with 100 \( \mu \)M myomodulin.

We found higher levels of animal-to-animal variability in the myomodulin and Cs\(^+\) experiments, suggesting that the modulatory effects on the pump alone may vary between individual animals. We propose that Na\(^+\)/K\(^+\) pump expression levels may be variable between animals, but that at least some other channel expressions, including the h-current, may be coregulated with pump to preserve the described mechanism of comodulation. It is well established that ion channel expression is homeostatically coregulated to bound the types of produced activity (Khorkhova & Golowasch 2007, Marder 2011, O’Leary et al. 2013, Golowasch 2019, Goaillard & Marder 2021). Such homeostatic mechanisms prevent significant deviations from a functional pattern through compensation – a negative feedback loop. While the
mechanisms which regulate the proportion of ion channels in the membrane may be in place to bound activity, comodulation of the currents which are already present is a separate problem. We emphasize with this system that comodulation is an active measure which controls the activity in a wide range while simultaneously avoiding catastrophic dysfunction. From a modeling perspective, the methodology for investigating comodulation and coregulation is similar, but these processes serve different biological functions. While coregulation preserves the activity produced in the face of perturbation and long-term changes, comodulation changes or scales the activity, in this case the period.

3.6.3 Proximity to Less Dangerous Boundary Increases Robustness

Model investigation of the modulation mechanisms should consider the multiparameter space of modulatory action (Goldman et al. 2001). Here, by covarying two currents implicated in comodulation by myomodulin, we found that the experimentally verified comodulation curve tracks very closely to the edge of our defined functional regime (Figure 3.6B) which borders the asymmetric regimes. The transition at this edge from functional activity to asymmetric activity is a smooth one, not a catastrophic transition like the border between functional and plateau activity and this positioning may contribute robustness to the HCO. Robust functional bursting in this circuit is critical for the animal’s survival, as outputs of HN neurons drive the motor neurons which control the tubular leech hearts. Plateauing seizure-like activity of these cells alone would be deleterious for heart function and could also disrupt ionic gradients, so avoidance of the plateau-containing regime would be critical. This regime is reminiscent of seizure-like plateau activity induced in leech neurons including HNs by substitution of Ca$^{2+}$ with Co$^{2+}$ or by application of K$^+$ channel blockers (Angstadt & Friesen 1991, Opdyke & Calabrese 1994). Small variations in symmetry of the activity, however, would have little to no consequences for the
animal’s welfare. Since two asymmetric regimes coexist, in the living animal, biological noise would likely switch the HCO back and forth between them, resulting in nearly symmetric bursting patterns with burst durations equal on average.

3.6.4 Multiple Targets of Neuromodulation

In some circuits, neuromodulators that produce multiple effects and target different currents in opposite directions may create a mechanism protecting circuits against overmodulation which would lead a circuit into a dysfunctional regime (Harris-Warrick & Johnson 2010). Modulators with apparently opposing effects can also underlie complex transient responses because they act on different timescales. Studies on the Aplysia radular neuromuscular system demonstrate that two different classes of modulators are co-released with acetylcholine (Brezina et al. 2003), myomodulins (MM) and small cardiac peptides (SCP). These modulators have apparently opposing effects on the muscle and occur on different timescales. Experimentally, MMs decrease muscle contractile responses to acetylcholine, while SCPs increase the contractile response of the muscle. The long timescale effects of these modulators on the enhancement of calcium current and muscle relaxation rate allow the system to have a “memory” of the previous behavioral state (activity pattern) when changes occur and increase efficient muscle performance throughout multiple cycles. The fast effects on enhancement of potassium current in the muscle allow the system to adapt when the motor pattern changes with minimal losses in performance. These modulatory systems also allow the muscle contractions to be robust in the face of irregular firing patterns often seen in the behaving animal (Brezina et al. 2005) and to navigate through the parameter space to regions unreachable in the steady state to optimize muscle response throughout different motor patterns. From a neuronal circuit’s perspective, use of multiple modulators with multiple cellular targets is functionally similar to
our case, where a single modulator affects multiple targets within the cell. We found that even in the steady state, the effect of modulating multiple ionic currents has tangible benefits for navigating the complex control space of the motor rhythm output. Furthermore, while overmodulation implies that the magnitude of modulation can exceed a functional range and lead a circuit into a dysfunctional regime, in the leech heartbeat HCO (comodulation with similar effects) and in the *Aplysia* radular neuromuscular system (comodulation with opposing effects), control is not achieved by mitigation of an effect, but rather by the complex combination of effects. These findings enforce that studies on neuromodulation should be utilizing specific, system-relevant combinations of neuromodulator-targeted factors rather than single factors, one at a time. Computational modeling helps bridge this gap by reproducing the emergent properties of a neuronal circuit when physiological studies become less feasible. With their ability to capture these emergent properties from the combination of more basic mechanisms, models can be studied as a dynamical system which then can be evaluated with simpler, targeted multi-factor physiological experiments.
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Table 3.7 Asymmetry measures from myomodulin only experiments

Asymmetry (Experimental Set 1)

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Myomodulin 1μM</th>
<th>Myomodulin 10 μM</th>
<th>Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 1</td>
<td>0.024</td>
<td>0.039</td>
<td>0.071</td>
<td>0.126</td>
</tr>
<tr>
<td>Prep 2</td>
<td>0.024</td>
<td>0.043</td>
<td>0.04</td>
<td>0.007</td>
</tr>
<tr>
<td>Prep 3</td>
<td>0.103</td>
<td>0.027</td>
<td>0.022</td>
<td>0.05</td>
</tr>
<tr>
<td>Prep 4</td>
<td>0.075</td>
<td>0.071</td>
<td>0.089</td>
<td>0.07</td>
</tr>
<tr>
<td>Prep 5</td>
<td>0.032</td>
<td>0.052</td>
<td>0.102</td>
<td>0.067</td>
</tr>
</tbody>
</table>

|       | Mean     | 0.052        | 0.046           | 0.065             | 0.064             |
|-------|----------|--------------|-----------------|-------------------|
| n     | 5        | 5            | 5               | 5                 |
| SEM   | 0.016    | 0.007        | 0.015           | 0.019             |

Table 3.8 Asymmetry measures from combined treatment experiments

Asymmetry (Experimental Set 2)

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Cs+ 2mM</th>
<th>Cs+ 2mM + Myomodulin 1μM</th>
<th>Cs+ 2mM + Myomodulin 10 μM</th>
<th>Cs+ 2mM + Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 6</td>
<td>0.077</td>
<td>0.033</td>
<td>0.043</td>
<td>0.021</td>
<td>0.025</td>
</tr>
<tr>
<td>Prep 7</td>
<td>0.117</td>
<td>0.207</td>
<td>0.091</td>
<td>0.069</td>
<td>0.094</td>
</tr>
<tr>
<td>Prep 8</td>
<td>0.023</td>
<td>0.119</td>
<td>0.061</td>
<td>0.126</td>
<td>0.171</td>
</tr>
<tr>
<td>Prep 9</td>
<td>0.079</td>
<td>0.109</td>
<td>0.004</td>
<td>0.042</td>
<td>0.02</td>
</tr>
<tr>
<td>Prep 10</td>
<td>0.135</td>
<td>0.057</td>
<td>0.023</td>
<td>0.099</td>
<td>0.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>0.086</th>
<th>0.105</th>
<th>0.044</th>
<th>0.071</th>
<th>0.068</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SEM</td>
<td>0.019</td>
<td>0.03</td>
<td>0.015</td>
<td>0.019</td>
<td>0.029</td>
<td>0.029</td>
</tr>
</tbody>
</table>
### Table 3.9 Coefficient of variation of burst period from myomodulin only experiments

**Coefficient of Variation of Burst Period (Experimental Set 1)**

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Myomodulin 1μM</th>
<th>Myomodulin 10 μM</th>
<th>Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 1</td>
<td>0.03</td>
<td>0.028</td>
<td>0.034</td>
<td>0.029</td>
</tr>
<tr>
<td>Prep 2</td>
<td>0.128</td>
<td>0.069</td>
<td>0.021</td>
<td>0.034</td>
</tr>
<tr>
<td>Prep 3</td>
<td>0.031</td>
<td>0.043</td>
<td>0.062</td>
<td>0.022</td>
</tr>
<tr>
<td>Prep 4</td>
<td>0.044</td>
<td>0.032</td>
<td>0.025</td>
<td>0.028</td>
</tr>
<tr>
<td>Prep 5</td>
<td>0.047</td>
<td>0.043</td>
<td>0.072</td>
<td>0.042</td>
</tr>
</tbody>
</table>

| Mean        | 0.056   | 0.043         | 0.043            | 0.031             |
| n           | 5       | 5             | 5                | 5                 |
| SEM         | 0.018   | 0.007         | 0.1              | 0.003             |

### Table 3.10 Coefficient of variation of burst period from combined treatment experiments

**Coefficient of Variation of Burst Period (Experimental Set 2)**

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Cs+ 2mM</th>
<th>Cs+ 2mM + Myomodulin 1μM</th>
<th>Cs+ 2mM + Myomodulin 10 μM</th>
<th>Cs+ 2mM + Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 6</td>
<td>0.02</td>
<td>0.057</td>
<td>0.06</td>
<td>0.045</td>
<td>0.067</td>
</tr>
<tr>
<td>Prep 7</td>
<td>0.041</td>
<td>0.095</td>
<td>0.058</td>
<td>0.057</td>
<td>0.045</td>
</tr>
<tr>
<td>Prep 8</td>
<td>0.037</td>
<td>0.063</td>
<td>0.06</td>
<td>0.076</td>
<td>0.084</td>
</tr>
<tr>
<td>Prep 9</td>
<td>0.041</td>
<td>0.119</td>
<td>0.059</td>
<td>0.057</td>
<td>0.038</td>
</tr>
<tr>
<td>Prep 10</td>
<td>0.031</td>
<td>0.054</td>
<td>0.068</td>
<td>0.084</td>
<td>0.031</td>
</tr>
</tbody>
</table>

| Mean        | 0.034   | 0.078   | 0.061                     | 0.064                    | 0.053                        |
| n           | 5       | 5       | 5                         | 5                        | 5                            |
| SEM         | 0.004   | 0.013   | 0.002                     | 0.007                    | 0.01                         |
### Table 3.11 Coefficient of variation of burst duration from myomodulin only experiments

**Coefficient of Variation of Burst Duration (Experimental Set 1)**

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Myomodulin 1μM</th>
<th>Myomodulin 10 μM</th>
<th>Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 1</td>
<td>0.057</td>
<td>0.053</td>
<td>0.073</td>
<td>0.101</td>
</tr>
<tr>
<td>Prep 2</td>
<td>0.154</td>
<td>0.127</td>
<td>0.055</td>
<td>0.086</td>
</tr>
<tr>
<td>Prep 3</td>
<td>0.082</td>
<td>0.068</td>
<td>0.072</td>
<td>0.051</td>
</tr>
<tr>
<td>Prep 4</td>
<td>0.071</td>
<td>0.053</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>Prep 5</td>
<td>0.122</td>
<td>0.119</td>
<td>0.141</td>
<td>0.113</td>
</tr>
<tr>
<td>Mean</td>
<td>0.097</td>
<td>0.084</td>
<td>0.082</td>
<td>0.082</td>
</tr>
<tr>
<td>n</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SEM</td>
<td>0.018</td>
<td>0.016</td>
<td>0.015</td>
<td>0.012</td>
</tr>
</tbody>
</table>

### Table 3.12 Coefficient of variation of burst duration from combined treatment experiments

**Coefficient of Variation of Burst Duration (Experimental Set 2)**

<table>
<thead>
<tr>
<th>Preparation</th>
<th>Control</th>
<th>Cs⁺ 2mM</th>
<th>Cs⁺ 2mM + Myomodulin 1μM</th>
<th>Cs⁺ 2mM + Myomodulin 10 μM</th>
<th>Cs⁺ 2mM + Myomodulin 100 μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 6</td>
<td>0.06</td>
<td>0.073</td>
<td>0.086</td>
<td>0.137</td>
<td>0.155</td>
</tr>
<tr>
<td>Prep 7</td>
<td>0.086</td>
<td>0.199</td>
<td>0.115</td>
<td>0.086</td>
<td>0.097</td>
</tr>
<tr>
<td>Prep 8</td>
<td>0.076</td>
<td>0.101</td>
<td>0.105</td>
<td>0.161</td>
<td>0.24</td>
</tr>
<tr>
<td>Prep 9</td>
<td>0.07</td>
<td>0.160</td>
<td>0.069</td>
<td>0.054</td>
<td>0.086</td>
</tr>
<tr>
<td>Prep 10</td>
<td>0.084</td>
<td>0.091</td>
<td>0.153</td>
<td>0.178</td>
<td>0.067</td>
</tr>
<tr>
<td>Mean</td>
<td>0.075</td>
<td>0.125</td>
<td>0.106</td>
<td>0.123</td>
<td>0.129</td>
</tr>
<tr>
<td>n</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>SEM</td>
<td>0.005</td>
<td>0.024</td>
<td>0.014</td>
<td>0.023</td>
<td>0.031</td>
</tr>
</tbody>
</table>
4 SYNAPTIC INHIBITION COUNTERACTS THE EFFECTS OF A DOWN-MODULATED NA+/K+ PUMP CURRENT TO AVOID DYSFUNCTIONAL RHYTHMS

4.1 Abstract

Specialized oscillatory neural circuits, central pattern generators (CPGs), control rhythmic movements like breathing, locomotion, and heartbeat in invertebrates. Their rhythmic patterns of activity are adjusted by neuromodulation to meet environmental challenges.

Neuromodulation of the leech heart interneuron half-center oscillator (HN HCO) navigates the CPG between dysfunctional regimes by reducing Na⁺/K⁺ pump current and increasing hyperpolarization activated (h-) current in a coordinated inverted fashion. We revealed that this comodulation path traverses a domain of parameters where a disconnected single cell exhibits severely dysfunctional plateau-containing seizure-like activity.

We also discovered that in this domain of the HCO model, there are two bursting patterns, and both meet the criteria of functional bursting activity of this circuit. While cycle period and burst duration of the patterns are roughly the same, one of these regimes has two-times higher intra-burst spike frequency. This finding suggests that neuromodulation could introduce additional functional regimes with higher spike frequency, and thus “stronger” synaptic transmission to motor neurons which might reflect a “second gear” of a rhythmic motor pattern.

Deficiency of inhibition is often cited as a cause of seizures and other dysfunctional neural activities. Due to the electrogenic nature of the Na+/K+ pump, it provides an important source of negative feedback to bursting cells and contributes to transitions between phases of bursting activity. Activation of the Na+/K+ pump current does not depend on the cell’s
membrane potential and it is active throughout the bursting cycle period. Along with the cell’s depolarization, intracellular Na+ concentration grows and activates the outward pump current which contributes to burst termination. We demonstrate that counterintuitively, modulation which decreases the maximal pump current, can actually increase the pump current throughout the bursting cycle. Here we demonstrate in a model of a central pattern generator that small down-modulation of the pump current can result in a rhythm with double spike frequency. The high excitability of the single cells can be harnessed by mutually inhibitory synaptic interactions of the HCO into functional bursting pattern.

4.2 Introduction

The half-center oscillator (HCO) is a ubiquitous rhythm generating neural network motif. HCOs consist of pairs of cells or paired networks of cells, which mutually inhibit one another and have current and synaptic dynamics which produce alternating patterns of activity. HCOs can drive central pattern generator (CPG) networks to produce rhythmic activity for behaviors such as locomotion. Processes which modulate or coregulate membrane currents can push electrically excitable cells near the limits of the dynamical characteristics which allow them to produce functional activity. Modulation must be carefully managed (Harris-Warrick & Johnson 2010). Even small changes to the biophysical properties of a cell can result in dynamical states such as silence or multistability (Barnett et al. 2013, Malashchenko et al. 2011, Marin et al. 2013, Ellingson et al. 2019). Multistability is a phenomenon in which a dynamical system is capable of producing distinctly different patterns of activity given the same parameters due the presence of multiple attractors, and it has been identified in a variety of neuronal systems (Marin et al. 2013, Barnes et al. 1997, Newman 2010). While some multistable regimes are functional, others lurk below the surface in the dynamics and represent pathological states if they are realized. The
network structure of HCOs can help to protect against pathological cellular dynamics including coexistence of functional and dysfunctional regimes (Cymbalyuk et al. 2002, Marin et al. 2013). The synaptic inhibition can mitigate extreme dynamics present in the single neurons which make them up.

In the previous chapter, we reported on how myomodulin in a leech heartbeat central pattern generator half-center oscillator (HCO) comodulates the h-current and the Na⁺/K⁺ pump current to control the period of activity in a wide range while avoiding dysfunctional regimes (Ellingson et al. 2021, Ch. 3). The Na⁺/K⁺ pump has been implicated in the transition to seizure-like plateau containing activity (Krishnan et al. 2015). We hypothesized that given the prevalence of plateaus at low values of maximal pump current, $I_{\text{PumpMax}}$, in our leech heart interneuron (HN) HCO model, that the half-center structure may protect the system from succumbing to underlying pathological single cell dynamics.

Here we present the discovery of a multistable functional regimes in the HCO model under modulated conditions and investigate the parameter space of modulation in a single cell HN model. We describe several regimes and present a connection for future investigation.

4.3 Methods

4.3.1 Model and Parameter Sweeps

HN HCO Model is as presented in Ellingson et al. 2021. The single cell model uses the same set of equations without synapses or equations for a second cell. Parameter sweeps for the single cell model are conducted in the same manner as well.

Simulation along the line of comodulation was accomplished by first setting parameter values ($\bar{g}_h, I_{\text{PumpMax}}$) = (0, 0.548) and initializing with the standard set of initial conditions (S2).
Then, after simulation, $\bar{g}_h$ is increased by 0.1 nS, and $I_{\text{PumpMax}}$ is decreased in accordance with the comodulation equation derived from our previous work:

$$I_{\text{PumpMax}}(\bar{g}_h) = 0.36 + \frac{0.16}{(\bar{g}_h + 0.85)}$$

After each simulation, the values of all state variables were then used as initial conditions in the next simulation. This allowed us to smoothly simulate the action of myomodulin.

4.3.2 Spike Averaging and Phasewise Analysis of Currents

For each spike, state variables, currents, and fluxes were averaged over its duration to assess their contributions through a bursting cycle. Once spike times were identified using previously described methods, spike floors were identified as the minimum value of membrane potential between spikes. These points were then used to set spike duration and to smooth time series of state variables, currents, and Na+ fluxes. Between spike floors, all values for a trace were set to the average value between spike floors. To compute average current and flux contributions over a cycle, clean depolarized and hyperpolarized phases were sliced out of a cycle, and traces were separately integrated using the trapezoidal Riemann sum method (trapz() in MATLAB) and normalized to the duration of the phase.

4.4 Results

4.4.1 Multistability of High and Low Spike Frequency Bursting Regimes in the HCO Model

We used a model of a leech heart interneuron half-center oscillator (HN HCO) for which we identified a mechanism for robust control of period (Ellingson et al., 2021, Ch. 3). We had also identified pairs of model parameter values for $I_{\text{PumpMax}}$ and $\bar{g}_h$ which correspond to
experimentally recorded activity from a myomodulin dose response. We described the effect of myomodulin by a simple comodulation path.

Based on our modeling analysis, we demonstrated that by following this myomodulin comodulation path, the HN HCO avoids a dysfunctional asymmetric regime at higher levels of $I_{PumpMax}$ and $\bar{g}_h$ as well as a dysfunctional seizure-like plateau-containing regime at lower levels of $I_{PumpMax}$ and in doing so achieves a larger range of burst duration and bursting cycle period.

A two-parameter map of spike frequency indicated the existence of a high-spike frequency regime within the boundaries of the functional regime in our HCO model (Figure 4.1A). Typical mean spike frequencies for the low frequency regime were on the order of 12 Hz, while this high spike frequency regime exhibited a mean intra-burst spike frequency on the order of 24 Hz. Given the intermittent appearance of this regime with the low frequency regime, we hypothesized that the two regimes may coexist along the experimentally derived myomodulin comodulation curve. Experimental results (Tobin & Calabrese 2005) had shown that spike frequency increases under application of myomodulin by 10-30%, and we hypothesized this may be related to the coexistence or transition between these two regimes identified in the model.

At $(\bar{g}_h, I_{PumpMax}) = (5.4, 0.385)$, which corresponded to application of 10uM myomodulin, the HCO can produce the high spike frequency or the low spike frequency regime (Figure 4.1B) depending on the set of initial conditions. We compare this to the monostable point at parameter pair $(\bar{g}_h, I_{PumpMax}) = (1.6, 0.429)$ which represented activity in control experiments. To test for multistability along the curve of comodulation, we performed continuous simulation along the line of comodulation (Methods). We noticed a shift into the high spike frequency at $(\bar{g}_h, I_{PumpMax}) = (2.6, 0.408)$. It remained in this high spike frequency regime until $(\bar{g}_h, I_{PumpMax})$
= (5.6, 0.391), after which it switched back to the low frequency regime. We then spot checked 5 points in a range of parameter values along the comodulation line in which the cell had switched to the high spike frequency regime and simulated with those parameter pairs and initial conditions for the low spike frequency regime. All of these spot-checked simulations were able to maintain the low-frequency regime as well as the high frequency regime for at least 1600 seconds. In both regimes, we see a decrease in burst period and burst duration at very similar values as comodulation proceeds to higher $\bar{g}_h$ and lower, $I_{\text{PumpMax}}$ (Figure 4.1C & 4.1D). However, the high spike frequency regime decreases in spike frequency as comodulation proceeds, while the low spike frequency regime increases in spike frequency throughout the bistable region (Figure 4.1E). Along the curve of comodulation, there is a region of multistability between these points and in which the typical low spike frequency regime coexists with a high spike frequency regime.

While we expected continuity of regimes under continuous simulation along the line of comodulation, we did notice this switch instead at $(\bar{g}_h, I_{\text{PumpMax}}) = (2.6, 0.408)$. It is possible that the parameter step is too large to smoothly maintain the low spike frequency regime or that our equations are stiff enough that our integration fails to trace this regime. But, since both regimes are capable of stably bursting after nearly half an hour of simulated time (far longer than the system time constants), it is likely that we are in the steady state and that these regimes are in fact bistable.
ATPASE PUMPS IN CELLULAR RHYTHM GENERATION

Figure 4.1. Model displays bistability of lower and higher spike frequency bursting regimes under comodulation.

(A) Map of intraburst spike frequency in the functional regime overlaid with the experimentally derived path of comodulation in black. (B) Previously identified canonical parameter pair for control bursting activity (black circle, green trace) was at \((\bar{g}_h, I_{\text{PumpMax}}) = (1.6, 0.429)\). Two functional bursting regimes co-exist at the parameter coordinates \((\bar{g}_h, I_{\text{PumpMax}}) = (5.4, 0.385)\) corresponding to experimental point Myomodulin 10uM and could be observed when a numerical experiment is started with low spike frequency initial conditions (black square, blue trace) and high spike frequency initial conditions (black square, red trace). Burst duration (C), burst period (D), and spike frequency (E) from a continuous simulation along the path of comodulation. Red points represent the high spike frequency regime, and blue points represent the low spike frequency regime. Select points were simulated again using low spike frequency initial conditions and plotted in blue to confirm bistability.

4.4.2 Single Cell HN Model Under Modulation

Based on the prevalence of plateau potentials at low values of \(I_{\text{PumpMax}}\), we hypothesized that mutually inhibitory interactions of the HCO may be preventing a depolarization block in at least some of the parameter regions of the functional HN HCO bursting regime. To test this idea, we performed a two-dimensional sweep of \(I_{\text{PumpMax}}\) and \(\bar{g}_h\) on the single cell HN model, investigating the same parameter domains as in our HCO experiment.
The most obvious difference between the HCO and the single cell models under this parameter variation was in the control of period. In the HCO system, the gradient of period was most closely associated with changes in $\bar{g}_h$. In the single cell, however, $I_{PumpMax}$ plays a much bigger role in regulation of the period (Figure 4.2A). At high levels of $I_{PumpMax}$, cycle period is around 8 seconds, and drops as low as 5 seconds as $I_{PumpMax}$ is reduced. At middling values of $I_{PumpMax}$ this trend abruptly reverses. Cycle period jumps to nearly 10 seconds, and increases to as much as 13.5 seconds as $I_{PumpMax}$ continues to be reduced. The parameter $\bar{g}_h$ appears to play a role in determining the level of $I_{PumpMax}$ which induce this switch. Using our previous methods for identifying plateau potentials in membrane activity (Ellingson et al. 2021, Ch. 3), we found that below this border at which the period trend reverses, 100% of membrane potential oscillations contain plateau potentials. Directly on this border, there is a small domain in which activity contains some plateau potentials, but also functional bursts (Figure 4.2B). At lower values of $\bar{g}_h$ there is a triangular region in which the depolarized phase duration drops as low as 5 seconds (Figure 4.2C), and spike frequency is elevated (Figure 4.2D).
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Figure 4.2 Maps of Temporal Characteristics of Single Cell Model Activity

(A) Average cycle period of single cell activity. Warmer colors indicate a lower period. Parameter \( I_{\text{PumpMax}} \) has a much larger effect on period than \( \bar{g}_h \). (B) Ratio of the total number of plateau phases to total number of all depolarized phases. There is a small region in which plateau-like oscillations and bursting activity mix. (C) Average duration of the depolarized phase of bursting. (D) Average spike frequency within the depolarized phase. (E) Average duration of the hyperpolarized phase of bursting. (F) Average number of spikes detected within the depolarized phase of bursting. Note that a low number of spikes at very high frequency is indicative of plateaus here.
4.4.3 Single Cell Displays several Regimes of activity

Based on the above bursting characteristics, we were able to categorize single cell activity into three types of regimes: low frequency bursting, high frequency bursting, and seizure-like plateau-containing activity (Figure 4.3). Between the regions of high frequency bursting and plateaus, we also identified a small domain of hybrid regimes consisting of high frequency bursting and plateaus. The high spike frequency regime is qualitatively very similar to the high spike frequency regime identified in the HCO model, in the same way that the low spike frequency regime is qualitatively similar to the low spike frequency regime in the HCO model.

By mapping the experimentally derived HN HCO comodulation path onto the corresponding parameter space of a single cell HN activities, we noticed that the transition from bursting to plateau-like oscillations occurs at \((\bar{g}_h, I_{\text{PumpMax}}) = (2.6,0.408)\). Mutual synaptic inhibition, at middling to high level of \(\bar{g}_h\) is sufficient to prevent this depolarization block, allowing for HCO functional activity in parameter spaces which would not be functional without the synaptic inhibition. The point at which the single cell transitions to seizure-like plateau-containing activity coincides with the beginning of the multistable domain in the HCO map. At the same level of modulation which transitions the single cell into plateaus, the HCO still maintains functional activity, and then also coexists with the high spike frequency regime. When \(I_{\text{PumpMax}}\) is decreased in the single HN, the cell transitions to the high spike frequency bursting regime at low levels of \(\bar{g}_h\). This regime is like a buffer between the low spike frequency and the dysfunctional regime, and it may serve the same purpose in the HCO.
**Figure 4.3 Regimes of Single Cell Activity**

Map of activity regimes where red, blue, and yellow indicate plateau-containing oscillations, low-frequency bursting, and high-frequency bursting activities, respectively. Superimposed in black is the comodulation curve representing experimental data, and vertical black lines denote the bounds of the multistability domain identified in the HCO model along the comodulation curve. At control conditions, \((\bar{g}_h, I_{PumpMax}) = (1.6, 0.429)\), the model displays low frequency spiking (B1). Reduction in \(I_{PumpMax}\) to \((\bar{g}_h, I_{PumpMax}) = (1.6, 0.4)\) results in high frequency bursting (B2). There is a small region where high spike frequency and plateau regimes mix (B4) \((\bar{g}_h, I_{PumpMax}) = (2.6, 0.405)\). Entry into bistability in HCO coincides with entry into plateau-containing oscillations (B4) in the single cell \((\bar{g}_h, I_{PumpMax}) = (5.4, 0.385)\).
4.4.1 Description of Regimes

To investigate the roles of different currents in the underlying dynamics of large oscillations of the membrane potential which include bursts and plateaus, we applied a spike averaging algorithm to the depolarized phase of model voltage traces and currents (Figure 4.4). In this section, we compare trajectories and current contributions for these regimes of interest: HCO control, high spike frequency bursting of modulated HCO, and low spike frequency bursting of modulated HCO, Single cell control, plateau containing modulated Single cell, and high spike frequency depressed pump single cell.

A major difference in the behavior of low frequency regimes and the high frequency and plateau-containing regimes is that the Na⁺ excursion is much higher in the high frequency and plateau-containing regimes. It is nearly twice as high in the high spike frequency regimes than low spike frequency regimes. This results in a higher pump current throughout the burst as well (Figure 4.4 & Figure 4.5). In low spike frequency regimes, the pump current rises and falls during the burst (Figure 4.4). In high spike frequency and plateau-containing regimes, the pump current rises through the depolarized phase and remains high until the minimum membrane potential is reached in the hyperpolarized phase. This suggests that pump current plays important role in the dynamics of burst termination in these regimes.

Since Na⁺ has a major influence on the pump current, and is in turn affected by the pump current, we looked at the average contribution of currents and Na⁺ flux during the depolarized and hyperpolarized phases of activity for all regimes of interest (Figure 4.5). Analysis of individual currents shows that $I_{NaF}$ and $I_P$ are the major drivers of depolarization and intracellular Na⁺ concentration in all regimes of activity. The higher spike frequency in the high spike frequency regime, brings in much more Na⁺ through $I_{NaF}$ in the depolarized phase. Higher levels
of intracellular Na\(^+\) increase pump current activation, so the pump is more active and contributes more heavily to the removal of Na\(^+\). Another intriguing point here is that despite appearing at a lower \(I_{\text{PumpMax}}\) value than the HCO control low frequency regime, the HCO high spike frequency regime in the bistable domain has a higher average pump current throughout the burst. A reduction in \(I_{\text{PumpMax}}\) of 10\% leads to an 8\% increase in average pump current over the burst when the regime switches into the high spike frequency regime.

In the HCO high frequency regime, the majority of currents have a higher average current during both the depolarized and hyperpolarized phases. There are several major exceptions however. Persistent Na\(^+\) current, \(I_P\), contributes less charge during the hyperpolarized phase of the high-frequency regime than the low frequency regime. Leak current is an inward current on average during the hyperpolarized phase of the high-frequency regime, largely due to the massive afterhyperpolarization associated with this regime. Synaptic current, for the same reasons, appears to be smaller on average during the hyperpolarized phase of the high frequency regime. In the high frequency regime, the afterhyperpolarization is great enough to cross the reversal potentials for the leak and synaptic currents and is sufficient to reverse their contributions to the current balance on average.

In all regimes the pump current is the sole contributor to outward Na\(^+\) flux. The major inward contributors of Na\(^+\) during the depolarized phase are \(I_{\text{NaF}}\) and \(I_P\), while the major inward drivers during the hyperpolarized phase are \(I_P\), \(I_h\), and \(I_{\text{Leak}}\). What accounts for the major difference in Na\(^+\) excursion between low and high spike frequency regimes is principally the \(I_{\text{NaF}}\) Na\(^+\) entry driven by the higher spike frequency.

The low spike frequency regime is the only bursting regime observed at the HCO model value for control experiment \((\bar{g}_h, I_{\text{PumpMax}}) = (1.6, 0.429)\), and is a good reference point for
comparison with the two bistable regimes. The burst duration and bursting cycle period are much longer at control values, and so average current during the hyperpolarized and depolarized phases of activity are compared (Figure 4.5). It is clear that the average current and Na$^+$ contribution of all currents for control at a given point during the cycle is very similar to the low frequency regime. The high frequency regime is a “high-powered” version of the low frequency regime. It spikes much faster, and all currents have higher contributions.

The single cell under the same modulation, at which the bistability was recorded, produces the seizure-like plateau-containing oscillations. After some very fast initial $I_{NaF}$ mediated spiking, $I_{NaF}$ partially inactivates and the plateau is maintained by $I_P$ and $I_{CaS}$. $I_{CaS}$ slowly inactivates through the burst as $I_{NaF}$ partially deinactivates and fires several spikes before the burst is terminated. Like in the high spike frequency regimes, pump current is highly active due to Na$^+$ influx mostly produced by $I_{NaF}$ and $I_P$. 
Figure 4.4 Spike-Averaged Current and Flux of Regimes of Interest

Current and flux time series of regimes of interest. All traces have been smoothed over spikes to provide a look at the oscillatory dynamics. Current and Na\(^+\) Flux under control parameters \((g_h, I_{\text{PumpMax}}) = (1.6, 0.429)\) for single cell (A) and HCO (B), both of which are low frequency bursting regimes. Current and Na\(^+\) Flux under modulated parameters \((g_h, I_{\text{PumpMax}}) = (5.4, 0.385)\) for single cell (C) which is a plateauing regime and HCO, which is bistable – capable of producing either a low spike frequency (D) regime or a high spike frequency regime (F). A reduction in \(I_{\text{PumpMax}}\) from control values to 0.4 nA places the single cell in a high frequency regime (E) with qualitatively similar behavior to the HCO high spike frequency regime.
Figure 4.5 Current and Na⁺ Contributions Over the Phases of Bursting Activity
Contributions of currents to bursting phases normalized to phase duration in select regimes in the HCO model. Average current for the monostable control (green) regime at \((\bar{g}_h, I_{PumpMax}) = (1.6, 0.429)\), and the high (orange) and low (blue) spike frequency regimes at bistable point \((\bar{g}_h, I_{PumpMax}) = (5.4,0.385)\) during the depolarized (A) and hyperpolarized phase (B). Average Na⁺ flux for each Na⁺ carrying current for the control (green) regime at \((\bar{g}_h, I_{PumpMax}) = (1.6, 0.429)\), high (orange) and low (blue) spike frequency regimes at bistable point \((\bar{g}_h, I_{PumpMax}) = (5.4,0.385)\) during the depolarized (C) and hyperpolarized phase (D).

4.5 Discussion

4.5.1 HCO Model Display Bistability of Low and High Frequency Regimes

In experiments with 1µM myomodulin, spike frequency increases between 10-30\% (Tobin & Calabrese 2005). While the difference in the bistable regimes in the modulated HCO model is closer to 100\%, the mere existence of these two regimes is interesting. They burst on the same time scale, but spike very differently.
4.5.2 Neuroprotective Effects of Synaptic Inhibition

A general lack of network inhibition is often implicated in seizure activity. The causes of this lack of inhibition are varied. Here we demonstrate a mechanism involving the inhibition of the Na⁺/K⁺ pump which can lead to seizure-like activity. Modulation of the single cell leads to this dysfunctional activity; modulation of the HCO leads to functional activity. Inhibition of the pump current ultimately leads to a depolarization block, but this can be compensated through the synaptic inhibition. Cells which always function with some level of inhibition are tuned to be accustomed to it, and this is one mechanism, among many, which can explain aberrant activity when inhibition is removed. Where one cell is incapable of bursting in a biological parameter range, a network of cells can robustly produce proper activity.

4.5.3 Downregulation of a Current can Counterintuitively Result in a Larger Current

Another point from this computational study comes from the realization that a cell with a lower maximal pump current displayed a larger overall pump current. This means that using an incomplete pharmacological inhibitor does not guarantee any reduction in the current. It entirely depends on the dynamics of the other channels involved, which is often unknown in pharmacological experiments on neural circuits. We should therefore be cautious in our interpretations. This understanding should be applied to any other system in which the pump is modified. Downregulation or partial blocking of the pump does not guarantee that there will be less pump current. In fact, under certain conditions, it can increase the average pump current.
5 THE PLASMA MEMBRANE CALCIUM ATPASE PUMP IN THE REGULATION OF INTESTINAL MOTOR PATTERNS (PAPER)

5.1 Abstract

Gastrointestinal motility is based on the rhythmic activity of interstitial cells of Cajal (ICCs). The ICC rhythm generation relies upon characteristic Ca$^{2+}$-handling mechanisms that involve voltage-gated Ca$^{2+}$ channels, pumps and exchangers located in the plasma membrane, endoplasmic reticulum (ER), and mitochondria. Mutations, overexpression, and genetic knockdowns of the plasma membrane calcium ATPase (PMCA) pumps have been shown to disrupt calcium signaling and to cause disorders in other cell systems. Using an ICC biophysical model, we investigated the effects of PMCA pump upregulation in ICC rhythm generation. We found that, depending on the PMCA maximum pumping rate, the ICC model generates voltage and Ca$^{2+}$ oscillations with different characteristics or becomes silent. The model predicts the coexistence of activity regimes near a canonical set of the parameters. One of these regimes is a silent regime that would indicate gastric dysmotility.

5.2 Introduction

Interstitial cells of Cajal (ICCs) in the gastrointestinal (GI) tract generate rhythms that underlie normal GI motility patterns, including the peristaltic motor pattern (Huizinga & Lammers 2009, van Helden et al. 2010, Sanders et al. 2014). The ICC rhythmic activity incorporates intrinsic spontaneous oscillations in the plasma membrane potential ($V_m$) and cytosolic Ca$^{2+}$ concentration ([Ca$^{2+}]_i$). This rhythm requires robust intracellular calcium handling mechanisms, including Ca$^{2+}$ extrusion by the ATPase pumps and exchangers (Ward et al. 2000, Blair et al. 2014). The key subsystem driving spontaneous [Ca$^{2+}]_i$ oscillations is incorporated by Corrias and Buist (Corrias & Buist 2008) as an intracellular pacemaker unit.
comprising of three intracellular compartments: (i) endoplasmic reticulum, ER, (ii) mitochondria, and (iii) the nanodomain of the pacemaker unit (PU) which is the intracellular space between the above compartments and plasmalemma. The state of the pacemaker unit is described by the corresponding intra-compartmental calcium concentrations \([\text{Ca}^{2+}]_{\text{ER}}, [\text{Ca}^{2+}]_{\text{m}},\) and \([\text{Ca}^{2+}]_{\text{PU}},\) respectively. Diffusion between the PU and the intracellular bulk space causes changes in the \(\text{Ca}^{2+}\) concentration in the latter, \([\text{Ca}^{2+}]_{\text{i}}\). Under normal canonical conditions [6], the pacemaker unit generates oscillations of the intracompartmental \(\text{Ca}^{2+}\) concentrations, which lead to oscillations with an about 20-sec period in the bulk \([\text{Ca}^{2+}]_{\text{i}}\) and \(V_{\text{m}}\). The plasma membrane \(\text{Ca}^{2+}\)-ATPase (PMCA) is critical for the regulation of cellular homeostasis and for maintaining rhythmic activity. The PMCA pumps extrude \(\text{Ca}^{2+}\) out of the cell against its concentration gradient to keep the intracellular \(\text{Ca}^{2+}\) concentration low and to bring \([\text{Ca}^{2+}]_{\text{i}}\) back to the baseline level after signaling events (Strehler & Treiman 2004). This regulation is necessary for normal cell functioning, as a reduced PMCA activity can lead to cytotoxic calcium overload and cell death (Bruce 2018). It has been shown that mutations related to particular PMCA isoforms result in pathological states and even mortality (Strehler 2013). Also, the PMCA pump plays a special role in the ICC rhythm generation, since it interconnects the electrical and calcium dynamics. However, the effect of PMCA upregulation on the ICC slow-wave activity is unknown. To investigate the effects of the PMCA pump on the activity of ICCs, we used the Corrias-Buist model (Corrias & Buist 2008) describing oscillations in the membrane potential and intracellular calcium in these cells.
5.3 Methods

5.3.1 Model

There are several models of ICCs currently in the literature (Corrias & Buist 2008, Youm et al. 2006, Faville et al. 2008, Lees-Green et al. 2014), each uniquely suited for answering certain particular questions about cellular functioning and rhythm generation (Lees-Green et al. 2011). We selected the murine gastric ICC model developed by Corrias and Buist as the foundation for our investigation due to the detailed representation of the metabolic calcium dynamics and compartmental calcium handling in this model. Such ICC model is a biophysical one, including the Hodgkin–Huxley style representation of the membrane currents and intracellular calcium dynamics (Magnus & Keizer 1997, Fall & Keizer 2001). This has been provided by the authors in the form of the MATLAB code at www.bioeng.nus.edu.sg/combiolab/. A graphical representation of the model compartments and membrane currents is presented in Fig. 5.1.

![Diagram of ICC model compartments and membrane currents](image.png)

**Figure 5.1. Model ICC Schematic**

Diagram describing the calcium and electrical dynamics of the model interstitital cell of Cajal (ICC). Pictured are subcellular calcium compartments, including the bulk cytosolic compartment (Bulk), endoplasmic reticulum (ER), mitochondria (MT), and the nanodomain of the pacemaker unit (PU). $\text{Ca}^{2+}$ fluxes are represented by large thick arrows, while smaller arrows represent other ion fluxes. Membrane ion channels are labeled by symbol “$\text{[}[\text{.}$$\text{]}$.” Calcium handling pumps are represented by circles.
Membrane channels include L-type Ca\(^{2+}\) channels, T-type Ca\(^{2+}\) channels, TTX resistant Na\(^{+}\) channels of the Nav1.5 type, voltage dependent K\(^{+}\) channels of the Kv1.1 and ether-ago-go (ERG) types, Ca\(^{2+}\)- and voltage-dependent K\(^{+}\) channels of the BK type, Ca\(^{2+}\)-gated Cl– channels, nonselective cation current channels (NSCCs), leak K\(^{+}\) channels, and PMCA pumps. Calcium concentrations are computed over four intracellular compartments, including the bulk cytoplasm, mitochondria, ER, and a nanodomain between the mitochondria and ER. Oscillations of the calcium concentration occur naturally between these three compartments in isolation from the rest of the cell systems. Calcium fluxes between the ER and the nanodomain are due to the SERCA pump, IP3- gated calcium release, and calcium leak channels on the ER. Fluxes between the mitochondria and the nanodomain are carried by the Na\(^{+}\)/Ca\(^{2+}\) exchanger and the Ca\(^{2+}\) uniporter. The nanodomain provides a diffusive flux path to the bulk cytoplasm, and T-type and L-type calcium channels also contribute to calcium levels in the bulk cytoplasm. While most Ca\(^{2+}\)-gated membrane channels are gated by bulk cytoplasmic calcium, the NSCCs are gated by the nanodomain calcium level. We made one change in the published model; the environmental variables Environment_RToF and Environment_FoRT were computed using Environment_T\_exp instead of Environment_T, so that time constants of calcium, sodium, and potassium current activations would be calculated at the apparent (experimental) model temperature instead of the reference temperature.

### 5.3.2 Parameter Sweeps

In order to investigate the effects of an overexpressed or hyperactive PMCA pump, we swept values of the parameter \(J_{\text{PMCAMax}}\) in small steps within the range from its canonical value of 0.088464 to 0.15924 mM/sec (180% of its canonical value). Simulations of the model activity
were carried out with the backward differentiation formula method using a variable step, the variable order solver (function ode15s in the MATLAB software from MathWorks). Absolute and relative tolerances were 10–9 and 10–8, respectively. The initial and maximum time steps were 0.01 and 0.5 sec, respectively. Initial conditions for the model with the canonical value of \( J_{\text{PMC}}^\text{Max} \) were taken from Corrias & Buist (2008), and initial conditions within a parameter sweep for other values of \( J_{\text{PMC}}^\text{Max} \) were taken from the endpoint of the preceding simulation. Each simulation was integrated over 85,000 sec to ensure the system had reached its steady state before we conducted data analysis. The canonical slow-wave regime was traced to identify the critical value of \( J_{\text{PMC}}^\text{Max} \) at which this regime is destabilizes. Once this destabilization point was found, the silent regime was traced along both increasing and decreasing \( J_{\text{PMC}}^\text{Max} \) values, to establish its range of stability, the range of coexistence of the oscillatory and silent regimes, and the presence of hysteresis.

### 5.3.3 Perturbations

We explored the coexistence of the oscillatory and silent ICC activity regimes by testing whether some simple perturbation would switch the activity of the system from one regime to the other. To investigate the switch from silence to oscillations, the model was integrated for 200 sec in the resting state. The endpoint of the obtained trajectory was used as the initial point for the following perturbation experiments; one by one, a single-state variable was perturbed instantaneously from its resting value to its respective maximal value for the oscillatory state. This procedure was applied to each state variable. To investigate the switch from oscillations to silence, the phase of oscillations was defined to keep the stimulation consistent. Phases of 0 or 1 corresponded to the trough of voltage oscillations. After integrating for 200 sec in the oscillatory state, a single-state variable was perturbed instantaneously at the time corresponding to the
lowest point in voltage oscillations (phase = 0) to its respective resting value for the silent state. This procedure was applied to each state variable.

5.3.4 Analysis

Analysis of the model trajectories was performed by custom MATLAB scripts that detect peaks and troughs and compute the period and amplitude of oscillations for all state variables. The analysis was performed on the last 25,000 sec of the simulations, to exclude transient effects induced by the change in $J_{PMCAMax}$ between the latter. Peaks and troughs were defined by peak prominence. Only extrema that were at least half as large as the full oscillation were considered, thus eliminating local extrema. The plateau length of oscillatory activity was determined by the full width at a half-maximum value, defined as the time interval in a single period where oscillations spent above half of the maximum value of the trace. The duty cycle of oscillations was computed as the ratio of the full width at half maximum with respect to the period. When the coefficient of variation of individual state variables over an entire simulation was less than 0.001, the traces were examined manually and confirmed to be silent.

5.4 Results

We varied the parameter $J_{PMCAMax}$ upwards from its canonical value of 0.088464 mM/sec and report examples of oscillatory activity (Fig. 5.2 C1 and C2a) and silent activity (Fig. 5.2 C2b and C3). We first reproduced the activity under normal conditions (Fig. 5.2 C1), as reported by Corrias and Buist; at a $J_{PMCAMax}$ value of 0.088464 mM/sec, the simulated gastric ICC displays oscillations in the membrane potential $V_m$, cytosolic calcium concentration $[Ca^{2+}]_i$, PU subspace calcium concentration $[Ca^{2+}]_{PU}$, ER calcium concentration $[Ca^{2+}]_{ER}$, and mitochondrial calcium concentration $[Ca^{2+}]_m$. These gastric electrical slow waves, as they are referred to in the GI literature, are characterized by a sharp increase in the membrane potential from the basal level
near \(-60\) mV to roughly \(-25\) mV. This rapid depolarization is followed by a plateau depolarization phase of roughly 10.4 sec, and, finally, by a return to the basal level. Imaging studies (Torihashi et al. 2002) also showed that intracellular calcium levels oscillate with the membrane potential in a synchronized fashion, which we also observe in the simulated ICC model. Under physiological conditions, the normal period of oscillations for murine gastric ICCs is roughly 20 sec (Hirst & Edwards 2001), and the model indeed reproduces this activity.

**Figure 5.2. Regimes of ICC activity under variation of** $J_{\text{PMCAMax}}$

Diagram of the observed regimes of ICC activity under variation of $J_{\text{PMCAMax}}$ with the respective examples. A) Minima and maxima (‘x’ and ‘o’ markers, respectively) of the model cell membrane potential $V_m$ in the slow-wave oscillatory and silent regimes are shown in black and red, respectively. Note the presence of two stable regimes (one oscillatory and one silent) between $J_{\text{PMCAMax}}$ values of 0.10395 and 0.11146 mM/sec. This indicates a multistable regime, which is shaded gray. Marked on this diagram along the vertical lines, are values of $J_{\text{PMCAMax}}$ for which examples of model cell activity are shown in C. B) Period of the oscillatory regime increases monotonically as

---

---
J_{PMCAMax} increases. C) Examples of activity regimes represented by the membrane potential $V_m$, cytosolic calcium concentration $[Ca^{2+}]_i$, PU calcium concentration $[Ca^{2+}]_{PU}$, ER calcium concentration $[Ca^{2+}]_{ER}$, and mitochondrial calcium concentration $[Ca^{2+}]_m$ during regimes of interest taken at the parameter values 1, 2, and 3 in A. During canonical slow-wave activity (C 1) at $J_{PMCAMax} = 0.088464$ mM/sec, all oscillatory subunits are functioning, as reported by Corrias and Buist. Initial conditions for this oscillatory state are similar to those reported by Corrias and Buist. Under conditions with a hyperactive or overexpressed PMCA pump (C 2) at $J_{PMCAMax} = 0.11102$ mM/sec, the plateau phase of the oscillations and the period of oscillations are roughly 150% longer. There is a region of multistability between $J_{PMCAMax} = 0.10395$ and 0.11146 mM/sec, in which the system can either exhibit slow-wave oscillations (C 2a) or stay silent at a stationary state (C2b). Initial conditions for the oscillatory state (C2a) are:

$[Ca^{2+}]_i = 0.0000129875409$ mM, $V_m = -59.6651372402174$ mV, $[ADP]_i = 0.0097670595318$ mM, $[ADP]_m = 3.1260344843214$ mM, $[Ca^{2+}]_{ER} = 0.0079609300970$ mM, $[Ca^{2+}]_{PU} = 0.0000834617367$ mM, $[Ca^{2+}]_m = 0.0000735918877$ mM, $[NADH]_m = 0.1723427551462$ mM, $h_{IP3} = 0.9440537811959$, $act_{CaCl} = 0.0007980061937$, $d_{ERG} = 0.2000000002153$, $d_{CaL} = 0.0000490771360$, $d_{NSCC} = 0.0000783670067$, $d_{Nav15} = 0.0667086138234$, $d_{VDDR} = 0.0036454956259$, $d_{Kv11} = 0.0109667137286$, $d_{Nav15} = 0.8664424404802$, $f_{Nav15} = 0.0679044155244$, $f_{VDDR} = 0.2577845709159$, $f_{CaCal} = 0.999999999951$, and $f_{Kv11} = 0.983509090364$. Initial conditions for the rest state (C2b) are: $[Ca^{2+}]_i = 0.0000762752352$ mM, $V_m = -30.6371630496474$ mV, $[ADP]_l = 0.0113983213327$ mM, $[ADP]_m = 3.4350418943225$ mM, $[Ca^{2+}]_{ER} = 0.0084319806602$ mM, $[Ca^{2+}]_{PU} = 0.0000762752352$ mM, $[Ca^{2+}]_m = 0.0000504414376$ mM, $[NADH]_m = 0.1337679766097$ mM, $\Delta V = 155.7138137416999$ mV, $h_{IP3} = 0.9483326460056$, $act_{Cal} = 0.1392081718700$, $d_{Cal} = 0.2021648684174$, $d_{Nav15} = 0.040254861996$, $d_{SSCC} = 0.1190265393462$, $d_{Nav15} = 0.967982196815$, $d_{VDDR} = 0.3158601685749$, $d_{Nav15} = 0.324733865928$, $f_{Cal} = 0.1995544603692$, $f_{Nav15} = 0.999999999951$, and $f_{Kv11} = 0.5192317355598$. At a much higher value of $J_{PMCAMax} = 0.13137$ mM/sec (C3), all oscillatory subunits are silent.

### 5.4.1 PMCA Regulation

First, we varied a single parameter $J_{PMCAMax}$ to investigate how characteristics of the slow-wave rhythm depend on the level of PMCA activity. An increase in $J_{PMCAMax}$ from the canonical value slows down the period of oscillations (Fig. 5.2 B) from 20.0 to 42.4 sec at a $J_{PMCAMax}$ of 0.11146 mM/sec. As $J_{PMCAMax}$ is increased, the plateau phases of oscillations become markedly longer, changing from 10.4 sec at the canonical value $J_{PMCAMax}$ up to 16.5 sec, and the amplitudes of both membrane potential and calcium concentration oscillations grow. The duty cycle undergoes minor changes as $J_{PMCAMax}$ increases: it decreases from 0.43 to 0.37 as $J_{PMCAMax}$ grows from 0.088464 to 1.0 mM/sec, and then it grows to 0.39 as $J_{PMCAMax}$ reaches 0.11146 mM/sec. These changes demonstrate how upregulation of PMCA pumps can control characteristics of the rhythm generation in ICCs. Examples of cell activity at several values of $J_{PMCAMax}$ are presented in Fig. 5.2C. At the critical value of $J_{PMCAMax}$ 0.11146 mM/sec (an increase by 25% over the canonical value), the slow wave oscillations are destabilized, and the
system transitions to the silent stationary state (shown in red in Figs. 5.2 and 5.3). In this regime, the cell activity was stable and unchanging in a depolarized state with low levels of bulk cytosolic calcium, but high levels of calcium were sequestered in the ER. Increasing $J_{\text{PMCA}\text{Max}}$ in the silent regime exerted no apparent effect on the resting calcium levels in the four compartments, but the resting membrane potential increased slightly, from $-30.5$ mV at a $J_{\text{PMCA}\text{Max}}$ of 0.1119 mM/sec to $-27$ mV at a $J_{\text{PMCA}\text{Max}}$ of 0.15924 mM/sec. Constant depletion of cytosolic calcium through the upregulated or hyperactive PMCA pumps disrupts the diffusive force driving calcium flux between the cytosol and the PU, destabilizing the subcellular oscillator. Physiologically, this silent regime represents a contracted state, which would cause delayed gastric motility or blockage. Notably, in the case of the silent regime at high levels of $J_{\text{PMCA}\text{Max}}$, the system takes a very long time to attain the resting state ($>200,000$ sec). After an initial integration time of 60,000 sec, all state variables are monotonic, and the coefficient of variation over the next 25,000 sec is less than 0.0001%, indicating that the system reached its resting state.
5.4.2 Multistability

After tracing the silent regime along increasing values of \( J_{\text{PMCAmax}} \), we traced it back along decreasing values of \( J_{\text{PMCAmax}} \) to determine whether there were hysteresis effects. We found that this silent regime destabilized at the critical value of \( J_{\text{PMCAmax}} \) of 0.10395 mM/sec. Thus, the system exhibits multistability of canonical slow waves and resting state for values of \( J_{\text{PMCAmax}} \) between 0.10395 and 0.11146 mM/sec (shown in gray on Figs. 5.2 and 5.3). This range of coexistence covers 32.6% of the considered range of the stable oscillatory regime. An increase in the total PMCA activity level by only 17% of the canonical value places the cell in this bistable state. This result suggests that ICCs could operate in a multistable regime under normal physiological conditions. Figure 5.2 shows examples of cell activity at several values of...
J_{\text{PMCAM}_\text{Max}}$, including examples of the oscillatory (Fig. 5.2 C2a) and the silent regime (Fig. 5.2 C2b), which coexist at $J_{\text{PMCAM}_\text{Max}}$ of 0.11102 mM/s. To verify the coexistence of these regimes of activity, we attempted to perturb both regimes, to determine if it was possible to provide a transition between them, and, if so, which state variables could induce such a switch. We found that the system could be switched either from a silent regime to oscillations or vice versa (Fig. 5.4) by perturbing the mitochondrial calcium concentration as described in Methods. Perturbations of this type applied to any other state variable were not capable of switching between regimes, suggesting a particularly important role of the mitochondria in the rhythm generation by ICCs.
Figure 5.4. Perturbations in mitochondrial Ca\(^{2+}\) can switch the regime of activity

Perturbations in the calcium concentration \([\text{Ca}^{2+}]_m\) can switch the cell activity between the silent regime and the regime of slow wave oscillations, while the model is in the domain of multistability. Here, at \(J_{\text{PMCA}} = 0.10793\).
mM/sec, perturbations of the mitochondrial calcium concentration \([\text{Ca}^{2+}]_m\) induced a transition of the cell activity from silence to oscillations (A, B) and also from oscillations to silence (C, D). A) An example of a switch from the silent regime to the oscillatory regime: membrane potential \(V_m\), cytosolic calcium concentration \([\text{Ca}^{2+}]_i\), PU subspace calcium concentration \([\text{Ca}^{2+}]_{\text{PU}}\), ER calcium concentration \([\text{Ca}^{2+}]_{\text{ER}}\), and mitochondrial calcium concentration \([\text{Ca}^{2+}]_m\) are shown after a perturbation of the mitochondrial calcium concentration \([\text{Ca}^{2+}]_m\), while the cell was in the silent state. Red lines 1 to 4 correspond to plots in B, which demonstrate activity on a smaller time scale starting at the points indicated in the main trace (A). B1) At 200 sec, the mitochondrial calcium concentration \([\text{Ca}^{2+}]_m\) is perturbed from its resting state to its maximal value of steady oscillatory activity (perturbation marked with an arrow). At this point, the PU calcium concentration \([\text{Ca}^{2+}]_{\text{PU}}\) starts oscillating along with the mitochondrial and ER calcium concentrations. B2) Subcellular calcium oscillations continue to grow until PU calcium concentration \([\text{Ca}^{2+}]_{\text{PU}}\) oscillations are large enough to activate the nonselective cation current, which begins driving oscillations of the membrane potential. B3) Oscillations of the membrane potential \(V_m\) and PU calcium concentration \([\text{Ca}^{2+}]_{\text{PU}}\) contribute to the bulk cytosolic calcium concentration \([\text{Ca}^{2+}]_i\) through the voltage-gated calcium channels and diffusion, respectively. Bulk cytosolic calcium concentration \([\text{Ca}^{2+}]_i\) continues to grow, until in (B4) the system reaches the steady oscillatory state. The oscillation period is not completely stabilized until 100,000 sec. C) An example of a switch from the oscillatory regime to the silent regime: Mitochondrial calcium concentration \([\text{Ca}^{2+}]_m\) is perturbed at the moment of time when the membrane potential is at the lowest point of the oscillations (phase = 0) and set to its value \(([\text{Ca}^{2+}]_m)_{\text{Rest}}\) in the silent state. Membrane potential \(V_m\) and bulk cytosolic calcium concentration \([\text{Ca}^{2+}]_i\) then drop through an oscillatory transient activity before reaching their expected resting state values. D) On a smaller time scale, after the perturbation is applied at 200 sec (marked with an arrow), oscillations immediately stop, while the ER continues to sequester calcium monotonically until \([\text{Ca}^{2+}]_{\text{ER}}\) reaches its expected resting state value.

5.5 Discussion

We have used a biophysical model of an ICC to demonstrate that PMCA pump upregulation or overactivity under physiological or pathological conditions could disrupt the normal rhythm-generating mechanisms of ICCs, leading to a stable depolarized state, which represents halted gastric motility. We have shown that the PMCA pump can be used as a control target for modulating the temporal characteristics of ICCs, and that changes in the PMCA pump can lead to the development of multistability of the activity regimes. We have also demonstrated that acute changes in the mitochondrial calcium concentrations could switch the cell between two stable regimes. The PMCA pumps are crucial for cellular maintenance and also support signaling in a variety of cellular systems (Strehler & Treiman 2004). Different PMCA isoforms vary in their functions depending on the tissue and cell specificity. Mutations of PMCA2 cause deafness in both humans and mice, and mutations of PMCA3 cause cerebellar ataxia (Brini et al. 2013). In mice, homozygous PMCA1 isoform knockout is embryonic-lethal, suggesting a large housekeeping role; heterozygous PMCA1 knockouts have indicated a major role in bladder
contractility (Strehler 2013). In arterial smooth muscles in mice, overexpression of PMCA4 contributes to increased vascular tone and blood pressure (Gros et al. 2003). The PMCAs have been identified in all classes of ICCs (Cho & Daniel 2005). Given its importance in other calcium signaling systems, it is likely that the PMCAs play an important role in the calcium-dependent rhythm generation by ICCs as well. The PMCAs may also regulate the period of the slow-wave oscillations in individual ICCs. Along the small intestine, there is a frequency gradient for the slow-wave oscillations; the period of oscillations becomes longer as one measures it aborally, which favors a transit from the oral to the aboral direction (Diamant & Bortoff). While other subcellular or neural components could also modulate the period, we have shown here that activity levels of the PMCA pump effectively control the intrinsic oscillation period in ICCs. We suggest that differential PMCA pump expression or modulation levels in the small intestinal syncytium could be a critical factor in maintaining this frequency gradient. It has been proposed (Strehler 2013) that the PMCA pump could be a potential therapeutic target, given its described roles in several pathological conditions in the transgenic animal models. This study provides evidence that the PMCA pump could be targeted to address disorders of the GI rhythmicity. Given that the PMCA pump is ubiquitously expressed in eukaryotic cells (Strehler 2013), its activity may be crucial for the rhythm generation in other cells such as neurons of the central pattern generators. Biophysical modeling can be used to explore the role that the PMCA pump plays in the specific dynamics of calcium signaling and rhythm generation in other body systems. A novelty of our simulation study is the demonstration that the ICC oscillatory activity may stop when the PMCA maximum pumping rate exceeds a certain level (Fig. 5.2 C2b and C3). Depending on the rate increase, the non-oscillatory regime either coexisted with an oscillatory one (multistability) or became unique. This is a noteworthy extension of our earlier
work, where it was shown that ICC pacemaker activity is suppressed by a critical reduction of the PMCA maximum rate, presumably because of hypoxic depression of ATP production and PMCA deprivation of ATP-stored energy (Korogod et al. 2018). The hypoxic-ischemic condition in the GI tissue and ICCs residing therein may develop with reduction of splanchnic blood circulation and, consequently, impaired delivery of the oxygen required for the ATP production. The present study suggests that upregulation of the PMCA or increase in the maximum pump rate can also suppress ICC pacemaker activity. The PMCA pump can be dynamically modulated in vivo, e.g., by fatty acids; this increases ATP hydrolysis by the PMCA at low concentrations but decreases this activity at high concentrations (Oliveira et al. 2008). The PMCA activity is also affected by the dynamic structure and composition of the surrounding membrane phospholipids; neutral phospholipids support basal PMCA activity, while acidic phospholipids increase both the Ca\(^{2+}\) affinity and maximum pumping rate of the PMCA (Pignataro et al. 2015).

It should be noted that: (i) the observed activity regimes were revealed by variation of the model parameters within a wide range; (ii) the nonoscillatory regimes occurred due to either decrease (earlier study (Korogod et al. 2018)) or increase (this study) in the PMCA rate relative to the reference value that corresponded to a preceding oscillatory regime, and (iii) for biological prototype ICCs, these reference values are not available. Therefore, we need to specify (patho)physiological conditions that may cause an increase in the PMCA activity and are also associated with impairment of ICCs and/or GI motility. In view of the above-mentioned relation between tissue oxygenation and energy supply of PMCA pumping, we suggest that one possible pathophysiological condition may result from postischemic reperfusion following laparoscopic GI surgery. In this case, the reference low (but sufficient for providing pacemaker oscillations) level of ICC PMCA activity is associated with reduced oxygen supply because of ischemic
reduction of blood perfusion. The latter occurs in addition to the systemic hemodynamic effect due to compression of the viscera by a gas insufflated into the abdominal cavity in order to enlarge the working area for laparoscopic surgery (Sammour et al. 2009, Hatipoglu et al. 2014). Correspondingly, deflation of the abdomen leads to reperfusion, which is known to produce a special kind of “reperfusion injury” (Sammour et al. 2009, Guan et al. 2009). In the previously ischemized tissues explored after the reperfusion and re-oxygenation, damages to GI cells, including ICCs, have been found (Guan et al. 2009, Shimojima et al. 2006). Another aspect of the ischemia reperfusion injury was associated with impairment of the GI motility (Shimojima et al. 2006, Bielefeldt & Conklin 1997). Such impairments were attributed mostly to an imbalance between oxidants (reactive oxygen species, ROSs), and antioxidants, i.e., the state qualified as oxidative stress (Sammour et al. 2009, Yilmaz et al. 2004). Our results highlight a potential contributor to ischemia-reperfusion injury, which was not earlier considered. This is impairment of the calcium handling mechanisms underlying the ICC pacemaker oscillatory activity, which could change its normal oscillatory regime for an abnormal silent regime with a re-oxygenation-related putative increase in the ICC PMCA activity. It is especially menacing if such silencing is associated with a long-lasting elevated intracellular Ca^{2+} concentration that, due to its cytotoxicity, can kill the ICCs and, thus, disrupt the driver of GI motility.
6 CONCLUSIONS

Central pattern generators (CPGs) are networks of neurons which drive rhythmic behaviors like locomotion, heartbeat (in invertebrates), and breathing. At the heart of some CPGs are networks of cells which have endogenous electrical oscillations for pacing the rest of the pattern organizing circuit. CPGs must continually adjust their patterns of activity to accommodate a highly variable environment and the dynamic behavioral goals of an animal. Neuromodulation adjusts these patterns by orchestrating changes in multiple ionic currents. Under neuromodulation, the roles of different currents in the bursting process change. Neuromodulation can push a dynamical system to the edges of its ability to produce functional rhythms, and at these edges lurk dangers such as silent states or multistability of pathological states. It is at these edges where robust mechanisms for regulation are found, simply because these are the conditions in which they are necessary for survival. Those places where complex control systems are pushed to their limit without breaking down give an evolutionary edge to organisms which can manage them. Neuromodulation can be an effective tool for changing and scaling the activity of CPGs and other rhythmic systems, and the use of multiple modulators with multiple targets increases the complexity of what could be designed to be a simple system. These complexities, however, also allow the systems to have a much greater range of situational control options. The role that ATPase pumps can play in the regulation of rhythmic activity is poorly understood. To contribute to this active field of research, I have taken a biophysical modeling approach to investigate a mechanism for regulating rhythmic behavior in ICCs and a mechanism of comodulation in the leech heartbeat central pattern generator. Both mechanisms are heavily dependent on the behavior and kinetics of an ATPase pump, which can be modulation targets.
In the leech heartbeat HCO, the electrogenic Na\(^+\)/K\(^+\) pump and the hyperpolarization activated current are comodulated in a dose-dependent manner by the endogenous neuromodulator myomodulin to be capable to producing a wider range of periodic activity than modulation of either current alone. The range of functional burst periods is increased by 75% under comodulation compared to the modulation of Na\(^+\)/K\(^+\) pump current alone, and nearly 90% compared to the modulation of h-current alone. Decreasing $I_{\text{PumpMax}}$ and increasing $g_h$ in our model also allows the system to avoid asymmetric and seizure-like plateau containing regimes. Our experimental recordings from Leech HN HCOs confirm that this model of comodulation is able to reproduce the temporal characteristics of the rhythm seen in experiments. The matching experimental cases are located along the border of an asymmetric regime in the model, further away from the border with more dangerous seizure-like activity. This likely affords some level of protection from perturbations which could switch into the more dangerous regime. We described the comodulation mechanism with an inverse relation between the pump and h-currents and found that it comprises a general mechanism for the robust and flexible control of oscillatory neuronal networks.

The network structure with synaptic inhibition is a critical part of the mechanism. The same comodulation in the single cell model leads to seizure-like plateau-containing oscillations which could be harmful to the animal. Neuromodulation moves the single cell outside of its functional dynamical regime by lowering the pump current enough to cause a depolarization block during bursting. A half-center oscillator comprised of these single cells, however, maintains functional activity under modulated conditions. A lack of network inhibition is often cited as a cause of seizures and other dysfunctional neural activity. The electrogenic Na\(^+\)/K\(^+\) pump provides a source of self-inhibition to bursting cells. During the depolarized spiking phase,
Na\(^+\) enters the cell which activates the outward pump which contributes to burst termination. We also found that in this modulated parameter domain of the HCO model, two bursting patterns coexist which both meet the criteria of functional bursting activity of this circuit. Cycle period and burst duration of the patterns are very similar, but one of these regimes has twice the intra-burst spike frequency. This “high gear” mode of bursting would provide more synaptic input to motor neurons with the same pacing envelope as the lower spike frequency regime. By comparing these HCO regimes to single cell regimes under similar modulated conditions, we also demonstrate that modulation which decreases the maximal pump current can counterintuitively increase the average pump current throughout the bursting cycle. An incomplete block of the pump does not guarantee less pump current in this system.

In ICCs in the mammalian intestinal syncytium, intracellular Ca\(^{2+}\) oscillations play a major role in the generation of the electrical slow waves which pace intestinal motor patterns. The PMCA pump has an impact on these Ca\(^{2+}\) oscillations. Decreasing the activity of the PMCA pump can ultimately lead to extremely high levels of intracellular Ca\(^{2+}\), which disrupts ionic gradients driving the intracellular calcium exchange, and results in a depolarization block. Disruptions to mitochondrial calcium signaling pathways can switch the cell between functional electrical slow wave production to silence. High levels of calcium can also be toxic to cells. We show that increased activity of the PMCA pump also can lead to dysfunctional silence, meaning its expression in these cells must be tightly regulated. The model predicts the influence of PMCA pump strength on the period of slow wave production and also the coexistence of silent (dysfunctional) and periodic activity regimes near the canonical set of parameters.

Biophysical modeling methods provide powerful tools for studying neurons and networks under modulated conditions. Many systems have many modulators and many membrane...
currents, and their interactive effects are non-trivial. Utilizing single factor electrophysiological experiments is an important step in determining the physical properties which underlie modulatory processes, but to understand the major interactive effects, models allow an experimenter to develop hypotheses about these interactive effects at a significantly lower cost than direct experiments with expensive reagents and animals. Major findings can then be evaluated in the living systems in an iterative loop which drives better model development and produces better predictions about the behavior of neural circuits.
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