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    Software Engineering has addressed the southwest and northeast quadrants of Figure 2. Tools 

have been developed to find predefined patterns in program event streams.  Perhaps because of 

the domain, the patterns specify relatively simple data relationships and mostly lack temporal 

relationships. Some initial progress has been made into that discovery of workflows from 

program events [3] [4] [5]. The discovered patterns, however, have limited workflow complexity 

and no temporal relationships.  

    Data Mining has addressed the southeast quadrant of Figure 2. Mostly, the patterns are 

predefined because of the overwhelming amount of data and the critical nature of the anomalies; 

it is very important that all anomalies be identified. Moreover, the diffuse and abundant data 

lacks an overarching goal, making classification into a single model difficult. 

    Data Mining has also addressed concept drift [6]. When the defining features of a concept 

slowly change over time, software can automatically adjust the model to fit the new concept, 

which represents the “new typical”. User-goal analysis is relatively less supported.  The data is 

focused and can be rationalized as planned behavior.  The data complexity and temporal 

dependencies within the data and behavioral model complicate analysis.  As an illustration, 

consider the event stream generated by a user learning a word processor.  Editing a document 

includes many planned behaviors.  Tasks have dependencies, such as selecting a region before 

applying a command such as deleting.  A user may routinize a common set of tasks and then 

switch to another set of tasks as she learns new commands.  Thus, the user switches from one set 

of patterns to another set of patterns.  This is not a classic concept drift, but rather a transition 

from a novice to an intermediate user.  Moreover, users may forget and then return to the prior 

routinized plans.  The transition from novice to intermediate back to novice and then onto expert 

is itself a pattern.  Analysis of these meta-behavioral patterns depends on a history of behavioral 
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models.  Thus, the complexity of the user’s planned behaviors and her changes over time 

distinguished user-goal analysis from the simpler program event analysis.  Of course, 

discovering workflow patterns and in their changes over time can have all of these complexities 

and more. 

1.3. Importance of the Proposed Research 

    Data mining streams of events is important. It can help discover fraud and monitor patients, 

each of which cost our economy millions of dollars each year. For example, credit card fraud 

costs $5.5 billion annually. By applying appropriate techniques, event stream monitoring can 

discover fraud in digital transactions as it occurs. Data stream monitoring can also notify 

caregivers when patients change their behavior in unexpected ways.  

Approximately 54 million individuals have disabilities, making up 19 percent of the U.S. 

population. More than one million adults in the U.S. are diagnosed each year with cognitive 

impairments (CI) due to neurological disease or trauma (e.g., traumatic brain injury, stroke, 

tumor, epilepsy, infectious disease). Currently, there are between 13.3 to 16.1 million Americans 

living with chronic brain disorders and associated CI [7].  Incidence rates are expected to rise 

due to the development of dementias associated with an aging population and increased survival 

rates associated with improved medical management [8]. In addition, approximately 4 million 

Americans have developmental disabilities that impact cognitive functioning [9] [10]. Cognitive 

impairments prevent this large and growing segment of our society from fully integrating into 

society; they are unable to participate in mainstream computer-based activities [11] [12]. There 

have been efforts to help this type of patients. Many researchers focused on helping them using 

Assistive technology (AT). 
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    Assistive technology (AT) should help. However, Studies have found that AT systems are 

abandoned by CI users at shockingly high rates [13] [14] [15] [16]. One of the major causes of 

abandonment is an eventual misalignment with: (1) user goals and abilities and (2) the 

functionality delivered by the system.  Data mining techniques been utilized by some researchers 

for mitigating some of these problems but there not been a reasonable amount of success in this 

regard. 

1.3.1. Think and Link (TAL) Research 

    The five-year Department of Education project called Think and Link (TAL) developed and 

evaluated the effects of email interfaces that are usable by people with impairments in memory 

and learning as a result of brain injuries. The project produced prototypes of (1) an assessment 

process called Comprehensive Overview of Requisite Email Skills (CORE) and (2) the Think 

and Link (TAL) email interface. TAL, its commercial successor called CogLink, and its 

supporting analytic technologies (including that described herein) have informational web sites2. 

TAL derived new personalized design principles from the Think and Link project, including the 

following, which are critical to success. 

    An individual assessment process, e.g., CORE, is needed to glean the specialized goals, skills, 

and obstacles of each CI user (hereafter, simply user). This is not to say that each user has a 

unique context. Instead, each user has a personal context, i.e., there is no one-size-fits-all design 

for the population [17]. 

 User goals can be divided into those that can be achieved from the outset, and those that 

must be deferred until more favorable conditions exist. Deferred goals provide powerful 

                                                           
2
 www.think-and-link.org, www.coglink.com, eeat.cis.gsu.edu. 
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guidance for both follow-on training and adaptation. 

 Training must be integrated into the (holistic) system design. Training provides new 

skills to a user. As training progresses, the user may become more capable. As the system 

is adapted to reflect the new user skills, new training issues arise with the added system 

complexity. There is a cycle of learning, system adaptation, and training. 

Projects following the TAL principles include the following steps: 

 A multi-disciplinary team, including cognitive rehabilitation specialists, assess a 

patient’s needs and specifies a rehabilitation plan that includes use of AT. Clinical 

goals such as increased brain function are refined into subgoals that are desired by the 

user (i.e., user goals) and supported by the AT, such as use email to communicate 

with friends.  (Rehabilitation specialists believe that social emailing increases brain 

function.) 

 The patient becomes a user of the AT software system. The use of the AT is 

monitored and results are continually analyzed by the team. If the user attains a user 

goal (e.g., email a friend), then the user is encouraged to attain new goals. A user may 

also fail to achieve previously attained goals (i.e., forget) in which case they are 

encouraged to re-attain them.  

 The AT system is changed (adapted) under the direction of the team, as a means to 

assist the user in attaining goals supported within the AT. 

    Thus, while a patient is a user of the AT, he or she seeks to satisfy his or her own personal 

goals (e.g., use email to communicate with friends), which in turn satisfy clinical rehabilitation 

goals (e.g., increased brain function). Monitoring AT usage is critical to ensure that the patient 
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will not reject the AT (i.e., quit emailing) and will continue to attain new personal goals, and 

thus achieve the clinical rehabilitation goals.  

1.3.2. A Cognitive Rehabilitation Scenario 

    Assume that Jill is interested in learning to use email. Jill acquired a brain injury in an auto 

accident, and has impairments in both memory and executive functions rendering it difficult to 

learn new skills. Jill has no memory of using a computer in the past, although her closet contains 

several computers, which were given by friends and family. Jill is unable to use her computers. 

She decides to work with a TAL staff member, Andrew, to explore the use of email. Andrew 

uses the CORE process to obtain two important items [18]: (1) Jill’s personal goals for using 

email, and (2) Jill’s existing skills for using email independently. (Other information is obtained 

but omitted here for brevity.)  Using this information, Andrew produces a user profile containing 

(1) a specification of an initial system to deliver to Jill, and (2) a training plan broken into a set 

of lessons. Notice that Jill’s personal goals play an important role here (and will continue to play 

a role in the future): they filter from all possible skills the subset that is necessary to meet Jill’s 

needs. In essence, this is goal-directed training. Similarly, the system that is delivered is one that 

fits with both Jill’s current skills and her personal goals—some of which are deferred. It’s 

important to note that Jill has high aspirations for her use of email. She would eventually like to 

contribute articles to the online newsletter, published by a local group that advocates for the 

disabled. This goal, however, is not realizable given her current skills. Thus, it becomes a 

deferred goal that will be monitored.  

    Next, the email system is delivered to Jill. A family care-provider, Jill’s daughter-in-law Ann, 

assists in the training task. Soon, Jill is busy using the email system to reconnect with family and 
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friends that have dropped out of touch. Both Jill’s daily usage, and her training sessions with 

Ann, produces raw data. This data includes that which is generated from the email system itself, 

along with Ann’s input on training progress. Data is also collected periodically from Jill and her 

email buddies through online questionnaires. 

To illustrate the TAL context, consider Figure 4, which is a snapshot of a TAL email interface. 

This configuration is minimal in terms of functions and prompts, as required by users. As can be 

seen, there are eight email buddies. The email system is closed—only accessible to the user’s 

buddies. The interface must adapt with the user. For example, when the user becomes 

successful—even bored—with emailing, then a new buddy may be added to the list. To avoid 

device abandonment, TAL automatically and continuously adapts the TAL email system to 

individual users—each user has their own continuously personalized email interface. To inform 

the adaptation process, an automated method for analyzing CI behavior with respect to their 

goals is a prerequisite.  

 



12 
 

Figure 4   One configuration of the TAL email interface 

    As a user operates TAL, events are logged and then analyzed in support of decision-making 

about deferred goals. Working backwards, Jill has goals that are not satisfied currently. Each of 

these goals has preconditions, in terms of skills, that enable them. Each skill, in turn, has 

measured activities that signal the learning and retention of the skill. These measures can be 

evaluated from the collected data. Raw data is monitored. This data is evaluated for evidence of 

existing, and eventually, new skills, shown as an arrow back to Jill’s skill set. Eventually, a 

match is made between a goal deferred and the skills necessary to achieve it. At this point, email 

system adaptation becomes the means to enabling the goal. With Jill’s deferred goal of 

contributing to the online advocacy newsletter, the following skills are among those required: 

{be able to initiate email, avoid inappropriate language, keep email within a given length, use 

proper spelling and grammar}. Evidence for these skills can be measured. Suppose that all but 

the last skill have been demonstrated. At this point, two options are possible: (1) continue to train 

Jill in spelling and grammar, or (2) provide automated support through her email system. A 

spelling checker and a grammar checker are two of the functions that can be added to Jill’s 

system. A decision is made to adapt Jill’s system to include a spell checker, deferring the 

decision on the grammar checker until a later point. Two explicit products come from the 

adaptation: (1) a newly designed system that includes spell checking, and (2) additional training 

lessons to accommodate the new design. The implicit outcome is forward progress toward the 

needed skill, and hence, progress toward a deferred goal. 

    It is important to note here that we take a holistic system view of the problem: adaptations can 

occur at the software-architecture level, but also at the social-human level. The system 

configuration is much more than simply the software pieces. If we were to continue this scenario, 
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we would form a cycle: deferred goals are achieved, new goals may arise, and other goals may 

be dropped. Although the examples are optimistically forward driven, it may be that certain skills 

are lost over time, making system retraction a real possibility, thus adapting the system to a less 

complex version rather than a more complex version. 

1.3.3. Prominent Issues for Personalized Cognitive Rehabilitation 

        It is important to highlight two issues from Jill’s story.  

 Composite system design for each individual is necessary [19] [20]. The software 

component of a system plays an important role. However, the human context is equally 

important. Looking at Jill’s example, her careprovider and her email buddies are 

components in the system design space. These components can be configured (e.g., 

add/remove buddies, add/remove careproviders). We can also attempt to influence their 

behavior in the system (e.g., through prompting). 

 Real-time, monitored, data analysis is critical. Users can and will abandon poorly 

designed AT systems at any point along a timeline. It behooves us to monitor their 

progress, noticing obstacles and achievements. Logging and reviewing data is necessary, 

but not sufficient. Facing shorten decision cycles and increasing data volume, business 

activity monitoring (BAM) or real-time business intelligence (RT-BI) supports business 

management in guiding the real-time organization [21] [22] [23] [24]. Similarly, 

caretakers need support in analyzing voluminous patient data to guide their personalized 

treatment.  They need a kind of micro-usability monitoring that tracks individual user 

behaviors on the scale of minutes to months. This is particularly challenging, as we must 
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hypothesize monitored properties or discover behavioral patterns that serve as proxies for 

our understanding of a patient’s behavior. Recognizing a significant change is most 

important, from clinical rehabilitation to trauma treatment. Understanding the nature of 

the change is next in importance. Finally, intervening appropriately is often necessary.  

    These two research issues are central to the TAL project, and cognitive rehabilitation more 

generally [25]. Our role in the TAL project has been to provide monitored real-time analytics.  

Figure 5 presents the kind of analysis being automated.  Consider the line graphs as a 

representation of consistent behavior. If y=1 for all x, then the user does exactly the same 

behavior for each time-point x. (These charts are explained in section 3) The sharp dips in the 

graph are the significant points of interest (e.g., x=10, x=50). They suggest that the user 

substantially changed his or her behavior. Of course, one difficulty is to distinguish minor daily 

variations from significant transitions in learned behavior. The automated analysis reveals these 

potential goal transitions and the automated diagnostic technique presents the behavioral 

differences.  For example, (1) there is a potential transition around week 10, and (2) the change 

in behavior is a 6 percent reduction in sending email around 10 P.M. I describe the data mining 

techniques beginning in section 3, after a brief review of related research.  
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Figure 5   Quality of stream-mined models for read and compose email, over 2 years of data 

using 2-week windows; potential goal transitions are shaded 

1.4. Progress of TAL Data Analysis Techniques 

    Analyzing the use of the AT is critical, according to the TAL principles. Over the years, 

monitoring has progressed for TAL and its subsequent projects: 

 Emailing (AT) usage is logged. Early on, these logs were manually reviewed. 

 Custom coding provides analysis of the logs, based on what the team requests. For 

example, a graph of daily emailing counts is presented. 

 Logical properties about the events are determined by a property monitoring system. A 

software toolkit simplifies the acquisition and logical analysis of events [26] [27]. For 

example, one can monitor the temporal property: After receiving an email, a user shall 
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read and reply to the sender, within k days. (The real-time, temporal, context-sensitive 

nature of this proposition is not normally addressed by commercial monitoring systems.) 

 Potential transitions in user behavior are identified by data mining the event stream using 

decision trees, sequence –mining algorithm and hidden Markov models [28]. 

 Behavioral differences at transition points are analyzed through model differencing—the 

results are used to assess the need to adapt the system to meet changes in user behavior 

[29]. 

 Potential transitions in user behavior are identified as learning or non-learning using a 

technique utilizing hidden Markov models. 

    The last three techniques provide new ways to address real-time data-analysis problems. This 

research focuses on the last three technologies, which rely on data mining techniques. 

1.5. Research Objectives  

    Over the past 10 years, a multi-disciplinary group of cognitive psychologists, computer 

scientists, and clinical workers have been successfully delivering AT to CI patients [30] [31] [18] 

[32] [33] [34] [35] [25] [8] [17] [36] [37] [38] [39].  As researchers, our role within this group 

has been to provide real-time data analytics.  By combining and extending data mining and 

stream mining techniques, this research has provided a series of patient-monitoring software 

systems with ever-increasing functionality.   

    In summary, this research answers three important research questions (RQs) of real-time data 

analytics: 

 RQ1: Can software automatically recognize changes in patient behavior, where a 

patient’s behavior is defined by the stream of events generated from his or her use of 
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software? This research affirms that recognition can be automated using several 

different techniques such as decision-tree, sequence mining and hidden Markov 

models. 

 RQ2: Can software automatically diagnose causes of patient’s behavioral change, in 

terms of the changes in their event stream? This research affirms that diagnosis can be 

automated using differential analysis of data mined models.  

 RQ3: Can software automatically determine if a change in a patient’s behavior is long-

lasting, as opposed to transient? This research affirms that detection of patient learning 

can be automated using differential analysis of data mined models. 

    The focus on automated, real-time data analysis is by necessity. Automated, accurate, real-

time data analysis is critical to meeting the growing demands on health-care providers (as well as 

other domains, such business activity monitoring) [23] [24] [40]. Real-time analytical techniques, 

like that presented herein, enables fewer healthcare providers to meet the needs of more patients.  

Consequently, improvements in this area may affect millions of individuals. 

    These technologies have implications for the analysis of planned behavior [5] [19]. Consider, 

for example, business processing in support of order fulfillment.  The sequence of events 

generated with each business process represents the planned behavior of the organization in 

fulfillment of the goal to process orders.  Similarly, a computer hacker generates a sequence of 

events, such as improper Logins, in an effort to fulfill the goal of a system break-in.  In both 

cases, an analytic technique that discoverers transitions from routine behavior will be helpful to 

identify potential problems.  Although the techniques have been applied to patient monitoring, 

they may also apply to business processes, network monitoring, fraud detection and many other 

areas with similar nature. The techniques were developed in the patient monitoring domain. To 
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demonstrate their generalizability, they were also applied in fraud detection within financial 

transactions.  Section 4 illustrates the procedure and results for fraud detection. 

2. LITERATURE REVIEW AND RELATED RESEARCH 

This section provides a summary of my literature review on relevant event stream analytics from 

academic, practitioner, and Internet sources.  I searched various literature databases such as 

ACM, IEEE, and Google Scholar. The keywords used a combination of key words including: 

data stream-mining, high speed mining, limitation, modeling, restriction, issues, challenges, etc. I 

gathered about 100 relevant articles. After briefly reviewing the articles, I filtered them to the 30 

most relevant. 

2.1. Characteristic of Various Stream Mining Techniques  

    After reviewing these articles, I categorized the main stream mining issues systems might 

encounter. The following techniques have been identified based on a review of the literature: 

2.1.1. Solution Approach: Data-based vs. task-based techniques 

    Gaber distinguishes computational and statistical techniques into two broad areas: data- 

based and task-based [41]. The former includes sampling, load shedding and sketching and 

synopsis techniques, which operate by building summaries on the entire dataset or some subset 

of the data.  The latter refers to techniques developed in response to computational time and 

space issues, and includes approximation algorithms, sliding windows and algorithm output 

granularity. 
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2.1.2. Classification Techniques 

    Gaber moves from solution approaches to classification methods and discusses seven  

specific stream classification techniques based on a review of the recent literature.  The 

techniques are summarized and contrasted in three areas: ability to deal with concept drift, high 

speed streams and unbounded memory requirements.  

2.1.3. Online, Offline and hybrid techniques 

    Application requirements determine whether mining is performed online, offline or in  

stages, for example in the OLAP and clustering scenarios.  The specific techniques used are 

further determined by the amount of processing and storage available. 

2.1.4. Interactivity of mining 

    In some cases, the domain may require that an analyst drive the mining process, for  

example to drill down in an OLAP scenario [42]. The approach taken here is similar to the 

clustering scenario mentioned above.  The mining may be split into online and offline stages, 

where the first stage mines sufficient information to build a data cube, for further processing by 

an analyst in the offline stage.  The latter stage is affected the level of historical data required for 

analysis.  Some techniques include the use of tilted windows or pyramidal time-frames to reduce 

the size of data required. 

2.1.5. Data & Window models 

    Windowing techniques are instrumental in building snapshots of data streams to mine the 

changes over time.  The choice of windows is influenced by the available storage for online or 
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offline processing.  The data model influences the choice of windows in three ways.  Intervals 

may be fixed or one or both endpoints may move.  This leads to fixed windows, landmark 

windows or sliding windows.  Windows may be time-based (physical), based on a time interval, 

or count-based (logical), based on a number of tuples.   

2.1.6. Required level of accuracy/precision 

    This is influenced by both device characteristics and domain requirements.  There may be 

significant bounds on memory or processing.  In addition, application requirements may specify 

requirements based on timing or precision of results.  The algorithms used are then constrained 

by these requirements.  In particular, approximation algorithms may be required, which provide 

answers within specified error bounds.   

2.1.7. Evolution of mining results 

    This is distinguished by whether the application requirements are satisfied by the mining 

results at any given time, or the nature of evolution of those results.  For example, in a stream 

clustering application, rather than determining the clusters at any given time, we may be 

interested in how the clusters evolve from one time frame to the next.  In this case, we may 

require two stages of processing: online and offline.  The online stage performs micro-clustering 

to determine sufficient statistical information for the offline macro-clustering stage [3]. The 

device characteristics, especially available storage, influence the choice of such techniques.  

Another example is velocity density estimation used to analyze and predict trends, where 

temporal and spatial velocity profiles are built over the stream and used to predict three types of 

data evolution: dissolution, coagulation and shift [3]. 
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2.1.8. Granularity of analysis 

    This is determined by the application requirements and specifies the levels of granularity of 

mining results.  For example, in the OLAP scenario [42], two levels may be defined: the 

observation layer, where the analyst operates at the offline stage, and a minimal layer of interest, 

where sufficient results are mined at the online stage providing the lower bounds for drilling 

down.   

2.1.9. Stream queries 

    Queries may be predefine or ad-hoc. Predefined queries are formulated in advance of the 

arrival of data, whereas ad-hoc queries are formulated online after the data begins to arrive.  The 

latter is the concern of stream management systems, and affects query optimization.  In particular, 

ad-hoc queries are limited by how much historical data may be referenced efficiently.  The 

choice of querying techniques is also influenced by how data is maintained in memory.  

Querying may involve updating the maintained data with the arrival of new data, and computing 

the result based on the new data.  The time taken for each operation determines the choice of 

algorithms.  Fast update and slow compute times lead to a batch processing technique, where 

time is traded off for accuracy, useful for bursty streams.  Slow update and fast compute times 

lead to sampling algorithms, where an approximate answer must be used when data arrives faster 

than it can be processed.  Fast update and compute times suggest synopsis techniques, where 

small summaries of data can be maintained for efficient processing. 
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2.2. Clustering Various Stream Mining Methodologies  

    Several mining methodologies found in selected literatures and their processing techniques 

and characteristics mentioned in previous section being investigated. The aim of this was to see 

how different these mining methodologies are from each other and if the clinical stream mining 

approach can be categorized as a new methodology in this research domain.   Based on this 

information, I prepared a table that the columns are stream mining classification algorithm and 

the rows are the issues we deal with in data stream-mining. The values in each row and column 

indicate how supportive the algorithm is toward the mentioned issue. 

      Table 1   Characteristic of various stream mining methodologies based on stream 

mining techniques 
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    As it can be seen in the Table 1 each methodology for any date stream or database issue 

marked as 0 (Not supportive) – 3 (Fully supportive). Using the information from this table, I 

used clustering to bundle the methodologies into similar groups. I used k-means clustering 

algorithm and the results ended clustering the methodologies into 6 clusters. 

 

 

Figure 6 Six Cluster of various stream mining methodologies 

 

Table 2 Cluster of various stream mining methodologies based on stream 

mining techniques 

                   Methodology Cluster 

Ensemble-based Classification  1 

Online Information Network (OLIN) 2 

Ensemble-based Classification 1 

Online Information Network (OLIN) 1 

LWClass 1 
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VFDT 1 

Stream Cube, Han (2005) 2 

Diagnosing Changes in Evolving 

Streams, Aggarwal (2003) 

2 

MAIDS, Cal (2004) 2 

ANNCAD 3 

SCALLOP 3 

Clinical Stream Mining Approach 4 

Classification of Changes in Evolving 

Streams, Gaber 

5 

On- Demand Classification 6 

 

 

Cluster 1 

    This cluster includes Ensemble-based Classification, Online Information Network, LWClass 

and VFDT.  

    In the “Ensemble-based Classification”, they used the idea of not just classifying on whole 

data set or fixed size sliding window but using snapshots on some part of data (small history of 

models) and then use all of them to classify the label field and pick the prediction which is in 

majority. It also describes a technique that how to update the history of models by passing 

through data. 

    Regarding “Online Information Network”, most classification methods are based on the 

assumption that the data conforms to a stationary distribution. However, the real-world data is 

usually collected over certain periods of time, ranging from seconds to years, and ignoring 
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possible changes in the underlying concept, also known as concept drift, may degrade the 

predictive performance of a classification model. Moreover, the computation time, the amount of 

required memory, and the model complexity may grow indefinitely with the continuous arrival 

of new training instances. OLIN, an online classification system, dynamically adjusts the size of 

the training window and the number of new examples between model re-constructions to the 

current rate of concept drift. 

    LWClass stands for Lightweight classification. LWClass starts with determining the number 

of instances that could be resident in memory according to the available space.  Once a classified 

data record arrives, the algorithm is going to search for the nearest instance already stored in the 

main memory. This is done using a pre-specified distance threshold. This threshold represents 

the similarity measure acceptable by the algorithm to consider two or more data records as an 

entry into a matrix. This matrix is a summarized version of the original data set. If the algorithm 

finds a nearest neighbor, it checks the class label. If the class label is the same, it increases the 

weight for this instance by one, otherwise it decrements the weight by one. If the weight is 

decremented down to zero, this entry will be released from the memory conserving the limited 

memory on streaming applications.  

    VFDT (Very fast decision tree), uses dynamic size-window and an algorithm for faster 

classification. Because this methodology uses dynamic window it includes the effect of concept-

drift more into creating the models. Using dynamic window will cause the window size 

decreases tremendously and increase in the number of windows. This causes slower model 

creation and classification. The methodology introduces a faster algorithm for solving the issue 

of the slow speed. Again, what the methodology does not bring into consideration is using 

batches with multiple sizes and as mentioned before not using this has its own short fall. 
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changes for few days. He reads and composes emails every hour for about few days while at 

work. What we can conclude here? We can guess that there might be a production issue that 

changed his routine and making him to communicate continuously with other developers, 

application support, network team or database administrators. Or another guess can be that he 

was working on a project and the deadline getting close and that requires him be more in 

communication with other developers for integration testing and other related issues. Imagine 

another scenario; the same employee starts using email only for few minutes every day or not 

using email for few days at all. We might guess that employee is extremely busy with something 

that not requiring email communication at work or simply he is off and on vacation. 

    We can keep on going by different guesses for different email usage scenarios and we cannot 

be sure which one is happening in reality. Though what we can be sure that something especial 

happened in our imaginary employee professional or non-professional life. Now let us imagine 

that this email behavioral change we mentioned for this employee stays the same permanently or 

for a long period of time. Again we cannot guess what exactly happened but can be sure to an 

extent that something permanently or long lasting happened in employee’s life. One guess can be 

that previous boss is gone and a new boss requires all employees be at work at 8:00 AM or 

sooner so email communication starting at that time. Or employee got promoted and his new title 

requires him to be in office sooner or make it more flexible to get to office a bit later. For TAL 

users similar analogy can be used but a key difference is that a permanent or long lasting change 

in email behavior of TAL user can be interpreted as learning. The user started using TAL with 

difficulty and had less motivation using it. The user then progressed and after a while learned 

how to use it more effectively. He can communicate with more friends and during different days 

and hours while before he was just ignoring receiving emails and not replying to them at all. This 
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long lasting change of behavior for TAL user can be seen as learning to utilize the application 

better and more effectively. I discussed in previous sections that knowing a transition point to be 

learning is very important aspect of customizing the TAL application to make it more interesting 

and challenging for the user. On the other hand, if transition point is a non-learning point we 

need a customization that removes some barriers of using the application for the user and raising 

the excitement of the TAL usage.  

Utilizing hidden Markov Model 

    I used hidden Markov models for identifying the learning points in the sample TAL user 

logging data I obtained for several months. A number of assumptions were made regarding the 

modeling and automation which analyzing of real data and the caregiver report to an extent 

endorsed validity of the assumptions. I used KNIME for my analysis (www.knime.org). As 

mentioned in section 3.7.5.3 there is no HMM support in KNIME and I created the nodes I 

needed for three states and thirty observations. I will be using the same nodes in my work flow 

for this research section. In addition to that, I created another KNIME node that will assist me in 

learning point discovery. Figure 26 showing this new node. 
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Figure 26   The HHM learning point finder KNIME node 

    The node has two input ports and one output port. The first input port tells the node that how 

many transition points (n) I am interested to examine if learning occurred. The second input port 

requires a sequence of HMMs that each HMM can be modeled for a sequence of observations in 

a specific time window. The node first compares each HMM with the previous one and finds the 

fluctuation pattern of HMMs. Then it finds top (n) highest peaks in this fluctuation which (n) 

comes from the first input port. After that for each transition point, comparison takes place 

between HMM before the point and after. The comparison is simply the distance between 

HMMs. Using weighted sum technique the HMMLearningPointFinder finds out that overall 

HMMs after the point are more similar to each other or to HMMs before the transition point. If 

they are more similar to each other that gets interpreted as learning and if more similar to 

previous HMMs then it is not a learning and transition point can be considered a sudden and 

short term happening or behavior. Each point will be represented with a number that depicts the 

strength of the learning. Figure 29 shows the KNIME work flow I created. More details about the 

technique and assumptions I used in my KNIME workflow are as follow: (Refer to section 3.5.2 

for the HMM details) 

a) I feed the application the 52 two-week data from TAL application. The day for each 

of these two-week are segmented into 6 sections (4 hour section). I make HMM of 
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each day segment for each day week of each two-week. (For example, HMM for 

Sunday day segment between 12 PM – 4 PM for each two week)  

b) I compare this HMM with next two week HMM and record the difference. I do the 

same for all day segments and week days. I add all the differences for all these 

HMMs and have an accumulative difference of two-week HMMs. Figure 27 shows 

the result of this process for the sample data.  

 

Figure 27   The HHMs differences for 4 hour segments and two-week sliding window 

 

c) I provide the work flow the number of inflection points I am interested in. I requested 

workflow for four inflection point discovery and workflow searched the graph and 
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found the top four critical ones. Obviously, the critical ones are the ones with highest 

HMM differences. In the provided graph (Figure 27) the work flow came up with 16, 

26, 31 and 35 as top four critical inflection points. Obviously more than four 

inflection points can be requested to be discovered. 

d) The workflow picks four two-week after and four two-week prior time range for each 

inflection point. Let us name these two time ranges A and B accordingly. 

e) The workflow then for each inflection point takes first HMM from B and tries to find 

the distance of that HMM with every other HMM in A and B. Kullback-Leibler has 

been used for measuring the distance between two HMMs. If it finds the HMM with 

minimum distance in A range it gives one unit as a score to A otherwise it gives that 

unit of score to B. This gets repeated for every HMM in B. 

f) At the end the score of A and B gets compared. If B has higher score means the 

inflection point was a learning point and the strength of learning can be measured as 

B / (A + B). Obviously this score will be between 0.5 (low learning) to 1.0 (high 

learning). Figure 28 shows the result from KNIME work flow. As we can see the only 

learning point happened was for third inflection point at 31
st
 two-week window. 

    The reasoning behind this technique is that I try to see after infection point how much the 

sequence of user’s behavior has changed for a reasonable period of time and actions don’t have 

much similarity with the past. If that is the case, it means that the user following some activities 

that mostly happening after inflection point and they are new activities and keep repeating. 

While if most activities resemble prior inflection point activities then we might conclude that the 

inflection point was a sudden short-lived change in behavior, for example the user woke up very 
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late in the morning and the whole emailing schedule for that day has changed but this not been 

the case for the following days. 

 

Figure 28   The results from KNIME work flow discovering the learning points 

3.6.3. Conclusion 

    I briefly mentioned the several definitions of learning and all reflecting similar concept which 

is a permanent or long lasting effect on the learner. I discussed that there are different types of 

learning and categorized them based on their importance in the context of my research into 

active and passive learning. Based on statistics and some studying, most researches shown and 

believe that active learning is more effective methodology in learning than passive learning.  



107 
 

 

Figure 29   The KNIME work flow for discovering the learning points 

    One of the important criteria that should be considered to make learning an active process is to 

let the user have a complete experience of the application, challenge of using and learning of an 

application that being adjusted in different stages of user’s learning process. Computer adaptive 

tests are applications that utilizing this concept. The application adjusts the difficulty and 

challenge of the questions based on history of the user correct answers to previous questions. 

Adaptation can also be used in applications that involve learning. The application needs to know 

at which stage it requires to make modification to the application and this will be the key 

question. The more precise these stages being identified the more effective the application will 

be and consequently the much better learning experience for the user. In my research I am 
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dealing with TAL application that being used by cognitive impaired patients. These patients 

could easily abandon the system from frustration of being challenged more than their capability. 

Gradual and precise adaptive application is one of keys to success of making TAL extremely 

beneficial for this type of patients. 

    I made couple of assumption based on some facts and previous research experiences and 

concluded that stages or points I need to check the application for adaptation are the transition 

points in the user behavior. I considered starting from the most critical ones and the critical ones 

are the ones show the highest change of behavior. I assumed these points are critical as for 

several reasons the user might have changed behavior. One important reason is that the user 

based on previous experience learned to use that application more and better which in case of 

TAL means better and more communications with his buddies etc. If this is the case then the 

application requires adding more excitement and challenges to the user experience and increases 

the expectation from the user in a gradual way. Or during transition point user might have shown 

a short lived change of behavior and then restoring the previous behavior regarding the use of 

application. Now what constitutes that a transition point is learning or not? I assumed based on 

reasoning in section 3.6.2.2 that when a person changes behavior and that change last 

permanently or for long it means something has changed in that person’s life and when this 

comes to the application and learning context the user of an application has learned something. I 

used hidden Markov models to see if sequences of actions after each transition point are more 

similar to after transition point or before. If more sequences of actions are similar to after 

transition points then it is learning otherwise it is not. I also rated the degree of learning using a 

weighted formula. The learning points are the points that TAL application should be adjusted 

considering that user has learned some stuff and adapt the application accordingly. The non-
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learning points consequently can be points that application does not need to change or might 

need to change in a way that user can use it more effectively and learn more.  The results from 

this section were partially verified with the patient progress report and were satisfactory. Due to 

having limited data in my study, complete evaluation of several experiments required to have 

good judgments about using this technique, it validity and precision.  

    The future research can be focused in different areas of this initial studying as follow  

 (a) Instead of using mentioned HMM simulation, different HMM modeling and 

simulation can be performed indicating if learning happened at transition points and 

results being compared for choosing most accurate one. Obviously modeling can vary 

from domain to domain and we can come up with suggestions that what kind of modeling 

suites specific domain.  

 (b) The way adaptation should happen for different applications having different type of 

users can be a subject of more research.  

 (c) Finding the rate of learning and if the user learned materials are vanishing by time   

 (d) By getting access to TAL communication contents and performing text mining more 

learning metrics can be discovered about the user. 

4. FRAUD DETECTION 

    In this section I am going to propose that in any domain that an entity generates some real-

time data; the behavior of that entity can be analyzed using the previous techniques. The 

behavior transitional points, how critical they are and if transitional points are learning points 

(permanent or long lasting changes) can be identified. I applied this to real data from transaction 

processing engine of a leading company in prepaid industry for fraud detection and results were 
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promising. My technique discovered fraud points that the company own fraud detection 

application fell short to identify. These developed techniques can open the door to many other 

domains and discovering some useful and interesting facts about their users. In case there is no 

real user, the simulation of a user can be done as I did in this section. 

4.1. Transactions processing at InComm 

    Interactive Communications International (InComm) is a pioneer in prepaid technologies and 

solutions, InComm's distribution network of more than 75,000 retail locations is unparalleled. 

InComm was the first national point-of-service-activation (POSA) and distribution partner for all 

major wireless carriers -- and the only one with direct connection to the carriers. Though 

InComm provides many services and products, I am just concentrating in my research on their 

financial transactions. I briefly explain about a business scenario for one type of their financial 

transactions and then talk about their other services and product they offer to different customers. 

Though I focused on their financial transactions, I can apply my techniques on their other 

products and services as they all having similar business and transactional behavior. 

    The cards mentioned here are branded financial cards like visa or master card. The bank or 

financial institution based on the contract with InComm will create visa or master card accounts. 

These accounts will be married to proxy numbers by bank or the financial institution. Proxy 

numbers are just a number that can identify uniquely the account number. This number is not 

sensitive while account number is and can be safely used in transaction processing applications 

not considering the security protocols set for financial services.  Each of these accounts has zero 

value and accounts are ready to be used if there is any amount of money in them. This file that 

has account numbers and proxy numbers will be transferred to InComm through a secure channel. 
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InComm based on this file will create a wrap gift card. The actual card which looks like a regular 

visa or master card will be inside a package that has a barcode and magnetic stripe on it.  

 

 

 

Figure 30   InComm Visa branded wrap gift card products 

 

    The cards can be sold at any merchant having access to internet or dedicated data transfer lines. 

The customer takes the card to cashier and he/she will scan or swipe the package. Terminal is 

used by merchants to swipe the gift card magnetic stripe or they scan the bar code of the gift card. 

For many small merchants that do not have proper IT infrastructure the request transaction for 

loading certain amount of money for the swiped or scanned card directly hits the terminal server 

of InComm transaction processing center. For merchants that are large enough and have IT 

infrastructure their request transaction gets to merchant processing center (Some processes can 

happen on merchant side such as logging) then the request will come to InComm host-to-host 

(H2H) transaction processing center.  At InComm transaction processing center, some business 

logic will be executed and proper formatted message including required data such as the proxy 

number and amount of transaction (card denomination) will be transferred to bank or financial 

institution. The bank will find the account number based on proxy number and add the amount 
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requested in transaction to the account number. A successful response will be sent back to 

InComm and InComm will send back successful response to merchant cashier. This completes 

the sales. Now customer can open the package takes the inside card which looks like a regular 

visa or master card with no name on it and start using that any place accepts visa or master card. 

They can also call the bank or financial institution and setup a pin for using the card at the ATMs. 

 

 DB

Merchant Processing Center

Bank/Financial Institute

DB

Cashier Terminal

Visa / Master Card Network

Transaction Processing 

Center

 

 

Figure 31   InComm gift card transaction processing flow 

 

    InComm provide different services and products but most of them have similar concept in 

their transaction flow which means it is involving merchant, InComm and a third party player 
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such as a bank. In general, InComm processing model connects Merchants, Consumer, Service 

Providers and Vendors with the goal of enabling a consumer to gain access to a product. These 

consumer products include: 

 Wireless, which includes Boost and T-Mobile; 

 Long Distance which includes Verizon 

 GiftCard which includes private labeled gift cards such as Blockbuster; 

 CreditCard which includes MyFastCardVisa and Mio; 

 ThirdParty, which includes content providers such as Napster and iTunes. 

 

The InComm transaction processing engine supports a number of business channels with its 

business partners, which include: 

 Activation, where a product is Activated; 

 Redemption, where the value is associated with a Consumer Account. 

 Recharge, where a product is recharged 

 Reporting, Reconcile, Billing & Product Setup channels, where a merchant, Vendor or 

3rd Party is posted or requested information about the transactions processed by 

InComm; 

 Payments, where payment is transferred  

Connectivity by the business partners into the InComm system is enacted through a number of 

communication mechanisms which include: 

 Kiosks, 

 Interactive Voice Response and Call Centre Systems supplied by InComm & Vendors; 

 Terminals at the Merchants; 
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 Point of Sale equipment at the Merchants; 

 Access into the existing VISA network; 

 Web and SMS interfaces. 

There are several different categories of interface that are used within InComm that defines how 

a transaction is handled by the system. These include: 

 Transferred Value, where Vendor reaches into the InComm system to perform the 

transaction; 

 Real-Time & Near-Real Time , where InComm reaches to a Vendor/Service Provider to 

activate a product; 

 Value Insertion, where InComm reaches to a service Provider to perform insertion of 

value into an account; and 

 Pass Through, where InComm passes information to a 3rd party for activation 
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Figure 32   InComm business context diagram 

 

    Within the InComm solution there are various internal actors who as system interfaces enable 

the completion of the transaction between the various parties of the transaction. These are: 

 MIL – Merchant Interface Layer 

o This manages the application of business rules to support communication from 

the Merchant to InComm. In some implementations, this layer also contains 

message translation, and can also support other sources of messages such as the 

VISA Network, Kiosks etc. 

 MTL – Merchant Translation Layer 
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o This manages the application of business rules to translate the merchant specific 

message structure into a generic InComm Structure. 

 APS – Application Processing System 

o This manages the application of business rules for the transaction. 

 SPL – Service Provider Layer  

o This manages the application of business rules and the interaction from InComm 

to the Service Provider. This layer may also interface with a Vendor system. 

 VIL – Vendor Interface Layer 

o This manages the application of business rules from vendor into the InComm 

system. These typically include Vendor IVR or Web Site access to the systems. 

 IVR – Interactive Voice Response System 

o This manages the application of business rules for IVR to access the InComm 

systems. This is typically used for redemption, and can also be used to support 

inter-transport to vendor hosted IVR systems. 

 Web – Internet Web Site 

o This manages the application of business rules from Web site to access the 

Incomm systems. This is typically used for redemption. 

 POSA – Point of Sale Activation 

o This manages the application of business rules to support communication with 

Point Of Sale (POS) equipment from the merchant into InComm. 
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 Terminal Server 

o This manages the application of business rules to support communication with 

Merchant Terminal equipment into InComm. 

    For all transactions the transaction will be logged at InComm Application Processing System 

(APS).  Depends to the type of transaction, product or communication channel, APS uses 

different tables to log the activity. One of the tables that used heavily for this purpose by 

different transactions is ActivityLog table. The APS logs key information about each transaction 

which will be used for reconciliation with merchants or vendors. Each transaction will have two 

log records in this table. One is for the request and one is the response transaction. The activity 

log will have key information such as: 

 TransactionId: Each transaction will be assigned a unique transaction Id. 

 VAN16: Stands for Vendor Account Number and is the card number that is encoded in 

magnetic stripe or in the scanning bar code. 

 Date & Time: Each transaction will have a date and time stamp. 

 OpCode: Represents the action taken on the card such as activation or recharge etc. 

 nNodeType: Indicates that where transaction originated from such as terminal or store or 

merchant or vendor etc. 

 nRootNode: A number assigned to the transaction source. Like if the origination is 

terminal then this number will be terminal number. 

 Amount: The amount of the transaction. 

 SerialNumber: The card serial number. 



118 
 

 CardId: Every card has an Id which by using this id and joining other product related 

tables we can get information about the product being sold 

    There are many other tables being used by APS application but the AcitivityLog mentioned 

above is the major one that having real-time information about each transaction. The majority of 

other tables having static data regarding products, merchants, stores etc. which getting updated 

manually once a while per business need. There are few other tables similar to ActivityLog that 

are for some other products thus without loss of generality, applying any experiment or 

technique on ActivityLog can conclude the similar results on other tables. (Products) 

4.2. InComm Fraud Detection Application 

    Individuals or groups of persons who make purchases over the internet or at store with the 

intent of cheating the Merchant are guilty of Fraud. Several factors such as faster purchases 

(sometimes over multiple locations in rapid succession), no paper trail, no visible contact and 

little risk of being caught (or successfully prosecuted) leave the merchant more vulnerable to 

fraudsters. According to Visa USA, fraud in traditional channels averages $.07 on every $100 in 

card transactions. Comparatively, card fraud through online channels is estimated to be between 

four to ten times higher. Fraud personas can fall into one of four types: 

 Friendly Fraudsters: Legitimate cardholder’s friend or relative placing orders that has 

been stolen or borrowed for illicit purposes 

 Opportunistic Fraudsters: Stumble upon valid payment info and commit fraud  

 Organized Fraud Rings: Large, highly sophisticated groups often operating outside the 

US. Characteristic of changing methods and locations to thwart the latest fraud 

prevention methods. 
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 Internal Fraudsters: Employees of companies with secure cardholder data. They may be 

involved by giving external fraudsters access to valid payment data as well as the latest 

methods of foiling prevention techniques. 

    The inherent risk of fraud is a concern as InComm’s electronic channels represent a significant 

growth and profit opportunity. A successful fraudulent attempt causes InComm to lose more than 

just the value of the stolen card. Cost incurred from online fraud place InComm (or its merchants) 

with the added liability of the transaction costs and charge backs. Excessive charge backs could 

result in further action being taken by the card associations such as being charged with higher 

transaction fees, having funds held in reserve, or even facing termination of service. The three 

prominent methods used to commit fraud against internet merchants are: 

 Stolen Cards: Stolen and used before owner detection. 

 Identity Fraud: Fraudsters assume the identity of the card holder. 

 Card Generators: Fraudulent card numbers generated using software programs. 

Being able to recognize high-risk transactions is crucial to identifying internet fraud. Some of the 

most common characteristics of fraudulent transactions include the following: 

 Multiple purchases from same IP address on the same day. 

 Orders from those using free email services, such as hotmail.com or juno.com. 

 International orders, especially those that originate from high-fraud regions of the world. 

Currently, Nigeria, Indonesia, and Eastern Europe are producing a disproportional 

amount of online fraud in the US. 

 Orders from first time buyers. 

 Several of the same or repeated pattern of different item orders. 
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 Larger than normal orders. 

    While acting as an insurance against catastrophic fraud outbreaks, effective fraud prevention 

lowers the true cost of sales. Most of the fraud cases at InComm had a transactional footprint s 

which means the fraudulent transactions would show at InComm logging tables. Going throw 

several cases of fraud, InComm requested its IT department come up with fraud detection 

application. Transaction monitoring System (TMS) which went into production end of 2011 was 

officially InComm fraud detection application. TMS monitors sales activities for all retail 

locations for which the system is configured.  The system monitors both sales volume (dollar 

amount of transactions) and transaction volume (number of transactions) for a merchant location 

in real time, as well as a daily sales transaction average.  

    The Fraud team sets up fraud monitoring rules in TMS that trigger alert notifications when 

configured thresholds, or trigger points, of sales or transaction volume, or a configured 

percentage of the daily sales average, for a product are reached for a location.  The team has the 

ability to apply a rule to all stores for a merchant, or the team can choose specific stores to 

include and others to exclude from the rule.  The team also chooses the products or product 

categories, or both, to which a rule applies.  Rules can be modified or deleted, as required.  The 

fraud team also has the ability to turn off, or disable, a fraud monitoring rule for a merchant. A 

rule can be configured to trigger a warning that alerts the Fraud team to a possible fraudulent 

situation at a merchant location.  The team then can investigate and resolve the issue.  A rule also 

can be configured to trigger a shutdown of transactions for a product or product category at a 

location.  The fraud rules can be set up almost for every InComm product mention in section 

3.7.1. All required information for TMS to trigger a rule coming from a table very similar in 
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fields to APS ActivityLog mentioned previously. The table called tms_transaction_log which I 

talk about that more in next section. 

    Due to several cases of fraud and business need the Fraud Monitoring rules are as follow: 

 Sales Volume Monitoring: A sales volume monitoring rule monitors the dollar amount 

of transactions for a product or product category and triggers alerts when a configured 

threshold is reached within a 24-hour period.  Sales volume is calculated using the dollar 

(or other currency) amount of a location's transactions for a product or product category 

within a specified time period. 

 Transaction Volume Monitoring: A transaction volume monitoring rule monitors the 

number of transactions for a product or product category and triggers alerts when a 

configured threshold is reached within a 24-hour period. Transaction volume is calculated 

using the transaction count of a location's transactions for a product or product category 

within a specified time period. 

 Daily Prepaid Transaction Sales Average Monitoring: In TMS, a Daily Sales Average 

Rule is configured to trigger a warning alert when a location meets or exceeds 150% of 

its historical daily prepaid transaction sales average, which includes the combined sales 

of all products, within a 24-hour period.  This percentage can be configured differently by 

merchant.  Also, alerts can be configured for multiple percentages such as 175% and 

200%. 

    For new locations, which do not have a historical daily sales average, the default amount 

trigger is $500.  This amount can be configured differently by merchant. The fraud rules can be 

set up almost for every InComm product mention in section 3.7.1. All required information for 
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TMS to trigger a rule coming from a table very similar in fields to APS ActivityLog mentioned 

previously. The table called tms_transaction_log which I talk about that more in next section. 

4.3. Fraud Detection by Identifying Behavioral Changes  

    As we can see TMS is a plain velocity monitoring system and lacks required character of an 

intelligent monitoring system. Though having TMS part of its transaction processing application 

was a success at InComm, it had an important shortcoming regarding discovering any fraud 

pattern in transactions. There are some past fraud cases at InComm that cannot be identified as 

fraud by TMS though by using previous techniques I already discussed, the fraud can be pin 

pointed precisely.  

    All the transaction for TMS being logged into tms_transaction_log and I use the same table to 

apply my modeling to. I follow the similar modeling and technique used in section 3.5.4. In the 

hidden Markov modeling, I defined a specific store of a merchant as an entity instead of the user 

of TAL application. I defined store can have three different states: typical, weekend and holidays. 

I analyzed the top selling product of that merchant and picked the top thirty of those products 

and removed the other products from tms_transaction_log. I defined the transition probability 

matrix as 3 by 30 dimension matrix that each value in this matrix represents the probability of 

selling one of the thirty products being in one of the three states. The sequence of different 

products being sold are the sequences that I used in my HMM modeling. And at the end I 

assigned equal probability to initial state probabilities of each state. Using Baum-Welch 

algorithm gives the confidence that any HMM we create will be optimized following the 

sequence of real observations which is the sequence of products being sold at that specific 
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merchant location. I used similar technique mentioned in section 3.5.5. in order to see the change 

of behavior of the store regarding the product sales. Figure 33 shows my modeling using KNIME. 

 

Figure 33   InComm transaction hidden Markov modeling for three states and thirty 

observations 

    I will mention few fraud cases and simulating them in the transactions. I will apply my 

modeling to those simulations afterward. 

Fraud Case 1: An intruder got access to a terminal at the store and started swiping several 

similar financial cards using the terminal. This case can be simulated as a sudden sale of similar 

products in a short period of time. Therefore, I went and at a certain time in tms_transaction_logs 

injected a series of similar product being sold. The TMS cannot catch this fraud case as the series 

of the cards being sold might not push the total amount sold by the store above the threshold. 
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Alternatively, even if do so it might not be the same time this kind of fraud happening as 

threshold might reach alarming point end of the day.  I ran my modeling against this simulated 

data for fifty transaction windows and it identified the time of this happening by an extreme 

change of the store behavior (maximum peak) in selling the products. Figure 34 shows the result. 

 

Figure 34   The graph indicates that Fraud might have happened at the maximum peak (Around 

Row 19) 

Fraud Case 2: A group of intruders got to a store and each one picked a bundle of specific 

product and start swiping them against the terminals in store. In this case, few specific products 

will show as a sequence of transactions in tms_transaction_logs. I simulated this by getting four 

types of products and randomly generating a sequence of transactions using these four products 

at a specific time. I ran my modeling against this simulated data for fifty transaction windows 
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and it identified the time of this happening by an extreme change of the store behavior 

(maximum peak) in selling the products. Figure 35 shows the result. 

 

Figure 35   The graph indicates that Fraud might have happened at the maximum peak (Around 

Row 3) 

Fraud Case 3: A fraudster acquired a serial range of several products and hacked into InComm 

network and start using a computer program to activate first serial range (first product) and then 

second serial range (second product) etc. I simulated this by picking five different products and 

start activating a series of first product followed by series of second product etc. I ran my 

modeling against this simulated data for fifty transaction windows and it identified the time of 

this happening by an extreme change of the store behavior (maximum peak) in selling the 

products. Figure 36 shows the result. 

 


