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The dissertation looks at three topics that involve experimental economics methods or individual decision making under risk: how do people make educational decisions when facing the risk of dropout; which models best characterize individuals’ decision processes under risk; how can physicians improve discharge decisions to reduce the risk of unplanned readmissions.

In the first chapter, I introduce the risk of dropout into Spence’s job market signaling model and test the modified model in the laboratory. I look at equilibria in the labor market and discuss the refinement based on the Cho-Kreps Intuitive Criterion. I derive the condition under which a separating equilibrium is the only perfect Bayesian equilibrium that survives the refinement and discuss the effects of workers’ risk preferences on these equilibrium predictions. The data from lab experiments show that the market reaches the separating equilibrium more often when it is the only intuitive equilibrium. I also observe that, when the share of the low-ability type in the worker population decreases, or the cost to pursue a degree increases, the size of the wage premium for having the degree generally decreases. In the experiments, I use binary lottery tasks to elicit subjects’ risk preferences to explain their strategies in the signaling games, and the analyses partially
confirm the prediction that more risk-averse individuals pursue a higher degree less frequently in the presence of dropout risks.

In the second chapter, as part of a joint project with Dr. Glenn W. Harrison and Dr. Rusty Tchernis, we apply the Bayesian econometric method to estimation of individual preferences under risk. We estimate a mixture model of Expected Utility Theory and Cumulative Prospect Theory using both simulated and observed binary lottery choices. We develop Markov Chain Monte Carlo algorithms to sample from the posterior distribution of parameters in the mixture model and compare the performances of different algorithms. The algorithms generally recover the true parameters used in the simulation, although some algorithms outperformed others in terms of efficiency. We also apply the algorithms to estimation using actual choice data. We find that 56.5% of the subjects can be characterized as consistent with Expected Utility Theory and 43.5% with Cumulative Prospect Theory. We find modest risk aversion among Expected Utility maximizers, and overweighting on the probabilities of extreme outcomes with very mild loss aversion among Cumulative Prospective Utility maximizers.

In the third chapter, coauthored with Dr. Ira L. Leeds, Dr. Vjollca Sadiraj, Dr. James C. Cox, Dr. Timothy M. Pawlik, Dr. Kurt E. Schnier and Dr. John F. Sweeney, we sought to define the association between information used for hospital discharge and patients’ subsequent risk of unplanned readmission. De-identified data for patients from a tertiary academic medical center’s surgical services were analyzed using a time-to-event model to identify criteria that statistically explained the timing of discharges. The data were subsequently used to develop a prediction model of unplanned hospital readmissions. Comparison of discharge behaviors versus the predictive readmission model suggested important discordance with certain clinical measures not being accounted for to optimize discharges. We suggest that decision-support tools for discharge may utilize variables that are not routinely considered by healthcare providers.
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CHAPTER 1

JOB MARKET SIGNALING: AN EXPERIMENTAL STUDY OF EDUCATION DEGREE AS AN IMPERFECT SIGNAL

1.1 Introduction and Literature Review

In his paper “Job Market Signaling” (Spence 1973), Spence looks at how education can act as a signal of innate ability when workers with higher abilities self-select to pursue more education. As an important measure of education level, when a higher degree is perceived as a signal of greater ability, it can result in a degree wage premium— the increase in earnings from having a higher degree between otherwise similar workers.\(^1\) Spence proposes a necessary condition for the self-selection process and the existence of the degree wage premium: the inverse relationship between education costs and abilities. However, when we look at degree programs, it is not uncommon to see students fail to meet the degree requirements and drop out of the program involuntarily– a risk of the education investment that could also trigger the self-selection process, even when the aforementioned necessary condition is violated.

This paper extends the signaling theory by introducing the dropout risk into the model and explores how it can trigger the self-selection process among workers and generate a degree wage premium when, ceteris paribus, a worker with lower ability is at higher risk of dropping out.

\(^1\) There has been persistent evidence of the wage premiums associated with educational degrees in US labor markets. Early evidence includes Hungerford and Solon (1987), Belman and Heywood (1991), Heywood (1994), Hungerford and Solon (1987) and Jaeger and Page (1996). Using 1990 CPS data, Park (1999) finds that, among the individuals who have the same years of schooling, there are significant earning gains of 9, 11 and 21% from obtaining a high-school diploma, an associate’s degree, and a bachelor’s degree, respectively.
Specifically, I define the cost as tuition and forgone earnings in pursuit of a degree, and the dropout risk as the likelihood of a worker not earning the degree after enduring the costs.\(^2\) In making this differentiation, I refrain from the risk neutral assumption and discuss how the agents’ risk attitudes affect the equilibrium in the market. In fact, with education cost defined to include the forgone earnings, there might not be much of a difference in the costs between workers with different abilities;\(^3\) thus, the inverse relationship between ability and dropout risk may be indispensable in triggering the self-selection process among workers and in explaining the observed degree wage premium.

In this paper, I first formalize the idea in a theoretical framework and then test the predictions with laboratory experiments. In the theoretical section, I look at a simplified scenario in which there are two types of workers in the labor market – those with high and those with low abilities. The workers need to decide whether to pursue a certain degree at some cost; to focus on the signaling role of the degree, I assume that pursuing the degree does not improve ability or productivity. After incurring the cost, there is a risk that workers fail the degree requirements and not earn the degree, and the risk is greater for workers of the low-ability type. I find that even when the costs are the same for both types, which violates the original Spence condition, in the presence of heterogeneous dropout risks, a separating equilibrium\(^4\) still exists and may be the only Perfect Bayesian Nash Equilibrium that satisfies refinement based on the Cho-Kreps Intuitive Criterion\(^5\). The theoretical discussion predicts that, the more risk-averse a worker is, the less likely he or she

\(^{2}\)I assume the *ex-ante* probability of dropout is known to both workers and employers here. An interesting extension is to consider the situation in which the probability is unknown, and look at the effects of uncertainties instead of risks of dropout.

\(^{3}\)Arguably, the less able can spend more years in the degree program and, therefore, endure greater costs; however, most programs post an expiration date on the credits earned by the students, so there is a limit to how much the costs can increase. Another argument is that outstanding students might be able to acquire scholarships and lower their cost, but the earnings they have forgone may be greater too.

\(^{4}\)In a separating equilibrium, the high type pursues the degree, while the low type does not; recognizing this, employers offer higher wages to degree holders in the labor market. In a pooling equilibrium, neither the high type nor the low type pursues the degree, and employers offer the same wages to them since they cannot distinguish one type from the other.

\(^{5}\)Cho and Kreps (1987) came up with the “Intuitive Criterion” to rule out the equilibrium supported by unreasonable out-of-equilibrium beliefs – in the current context, the pooling equilibrium. Details of this criterion will be discussed in Section 1.2.
will pursue the degree in the presence of the dropout risk; while moderate risk aversion or loving affects only the degree of separation in the market, extreme risk attitudes could potentially result in the non-existence of a separating equilibrium. Data from the lab experiments generally support the refinement and the comparative statics of the model and also suggest that subjects learn to play the game throughout the many market periods. In the experiments, I use binary lottery tasks to elicit subjects’ risk preferences to account for their strategies in the signaling games, and the analyses partly confirm the prediction that more risk-averse individuals pursue a higher degree less frequently.

Although developed in the context of job market signaling, this paper also adds to the literature on general signaling games by introducing type-dependent stochastic noise. Matthews and Mirman (1983) were the first to look at stochastic signaling games by introducing demand shocks to the incumbent’s price choice in the entry limit pricing game. Matthews and Mirman (1983) were the first to look at stochastic signaling games by introducing demand shocks to the incumbent’s price choice in the entry limit pricing game. Matthews and Mirman (1983) were the first to look at stochastic signaling games by introducing demand shocks to the incumbent’s price choice in the entry limit pricing game.

Landeras and Villarreal (2005) present a screening model with performance noise to the educational credentials and conclude that over-education is made worse by the noise in students’ credentials. In more recent work, de Haan et al. (2011) and Jeitschko and Normann (2012) introduce noises to general signaling games with different focuses: the former on the effects of different noise levels and the latter on prior distributions of sender type. However, these studies commonly assume independence between the distribution of noise and sender type, so they still rely on the difference in signaling costs to induce signaling behavior. In contrast, the current work introduces dependence between noise distribution and ability. In this setup, the type of senders who are more desirable to the receivers have greater control over the signal generating process than the less desirable type, which can induce signaling behavior in the market even when the signaling costs are the same.

Based on their work, Carlsson and Dasgupta (1997) propose the “noise-proof” criterion as the equilibrium selection tool in deterministic signaling games. Another paper that introduces such dependence is Regev (2012), which introduces a test that workers can take regardless of their educational backgrounds. However, due to their assumptions that the test costs workers nothing and that the likelihood of passing cannot be improved by education, he arrives at the completely different prediction that a separating equilibrium does not exist and that workers do not self-select into different education levels. As I will argue in Section 1.2, the existence of a signaling cost is essential in inducing a separating equilibrium.
The current paper also tests the theoretical model in the laboratory, which adds to the experimental literature on testing equilibrium prediction and selection in signaling experiments. Since the 1980s, *deterministic signaling models* have been tested using lab experiments in both market and non-market environments. Examples of non-market experiments include Brandts and Holt (1992), Banks et al. (1994) and Potters and van Winden (1996). Among market experiments, Cadsby et al. (1990, 1998) examine signaling in corporate finance models in which firms can signal their type with investment decisions; Cooper et al. (1997) and Cooper and Kagel (2003) look at entry-limit pricing games in which the incumbent can signal its cost type or the market profitability to potential entrants with prices; and Posey and Yavas (2007) study health insurance screening, while Miller and Plott (1985) and Kübler et al. (2008) look at generic product markets with information asymmetry. The commonly asked question is: when the parameters are within the experimenter’s control, do subjects behave as the theoretical equilibrium predicts? The above-mentioned studies find that subjects behave generally consistently with the Bayesian Nash equilibrium predictions; however, the extent to which observations are consistent with theoretical predictions is never 100%. They also find that subjects sometimes, but not always, play the more refined equilibrium when the game has multiple equilibria, depending on the complexity of games and the design of experiments. 8

Jeitschko and Normann (2012) and de Haan et al. (2011) are the first to test *stochastic signaling models* in a lab environments. In de Haan et al. (2011), the authors fix the population distribution while changing the variance of the noise at low, intermediate and high levels. They find that the noise level systematically affects the signal behavior of high-quality sellers. Jeitschko and Normann (2012) compare subjects’ behavior in deterministic versus stochastic settings when the population distribution is either 33% or 67% the high type, keeping the noise distribution the same in the stochastic treatments. Their data support the comparative statics well, but generally do not converge completely to the theoretical equilibrium predictions. In both experiments, dif-

---

8 The intuitive criterion is a popular refinement measure tested in these experiments. Brandts and Holt (1992, 1993) and Cooper and Kagel (2003) find evidence indicating subject behavior may contradict the Intuitive Criterion and follow history-dependent learning processes when the payoff structures make it harder for them to apply this forward-induction-based reasoning.
different types have different signal costs but share the same distribution over the signal noise – the same feature that differentiates their studies from the current paper in terms of the theoretical development of signaling models. In addition, the experiments in these two papers do not consider subjects’ risk preferences when examining their decisions in the signaling games, despite of the stochastic nature of the games. In the current experiments, I include a second stage in which subjects’ risk attitudes are elicited using binary lottery choices to explain their play of the signaling games in the first stage.9

In Section 1.2, I develop the model to accommodate both heterogeneous costs and heterogeneous noises between the two types, and I discuss the implications of homogeneous costs as a special case. In Section 1.3, I describe the experiment design and procedures;10 to focus sharply on the role of dropout risk in signaling behavior, I have kept signal costs the same while imposing different dropouts risks on both types in the experiments. Section 1.4 presents the data and results, and Section 1.5 concludes.

1.2 Model

Suppose that in a labor market, we have two types of workers, either high-ability or low-ability, and the proportion of the low ability type is $\mu$. Assume that different abilities lead to different productive efficiencies when workers are hired: the more able workers will have higher productivity $\theta_h$, while the less able workers will have lower productivity $\theta_l$, and we have $\theta_h > \theta_l$. Workers can choose to pursue an education degree at a cost of $c$; assume that higher ability leads to a lower cost of the degree, so we have $0 < c_h < c_l$.

If a worker decides to incur the cost and pursue the degree, with probability $\lambda$, she will fail to meet the degree requirements and drop out; assume that higher ability also leads to a lower risk of dropout, so we have $0 \leq \lambda_h < \lambda_l$. Denote the high type’s choice as $e_h \in \{0, 1\}$ and the low

---

9To my best knowledge, in the line of research on stochastic signaling games, this paper is the first to explicitly tests the effects of risk attitudes on agents’ play of such games.

10The experiment procedures of the current paper are similar to those in Kübler et al. (2008); their experiments can be seen as a parametrization of the current model with different education costs and no dropout risk.
type’s as $e_l \in \{0, 1\}$, where 1 is pursuing and 0 is not pursuing. Denote the education outcome as $e_o \in \{0, 1\}$, where 1 means a worker has the degree and 0 means not; then, we have

$$
\lambda_h = \text{Prob}\{e_o = 0|e_h = 1\}, \quad \lambda_l = \text{Prob}\{e_o = 0|e_l = 1\}.
$$

Assume that employers are competing to hire workers – if they can directly observe a worker’s type at the time of hiring, they will offer a wage that is equal to her productivity.\(^{11}\) However, ability is not directly observable at the time of hiring, so employers will offer the worker a wage that they believe to be consistent with her productivity, based on some observable attribute – in this case, whether she has the degree. Assume that employers can observe a worker’s education outcome but not her choice; therefore, they cannot credibly differentiate the dropouts from those who have decided not to pursue the degree. Once hired, a worker’s type will eventually be revealed in production, and employers can update their beliefs for the next round of hiring.\(^{12}\) Suppose that employers believe that a worker without the degree has a likelihood $\mu_0$ of being the low type, and a worker with the degree has a likelihood $\mu_1$ of being the low type; that is,

$$
\mu_0 = \text{Prob}\{\theta = \theta_l|e_o = 0\}, \quad \mu_1 = \text{Prob}\{\theta = \theta_l|e_o = 1\}.
$$

\(^{11}\) If employers have more bargaining power and workers are competing for jobs, then the equilibrium wage will be driven down to the reservation wage regardless of a worker’s productivity. The assumption that employers will offer wages equal to a worker’s productivity comes from the neoclassical profit-maximization problem of competitive firms. However, this assumption is not crucial to the current model. We can think of $\theta_h$ and $\theta_l$ as how much a firm is willing to pay to hire the high type and the low type, and that firms are willing to pay more to hire a worker with higher ability.

\(^{12}\) An alternative way to credibly reveal a worker’s type is to strike a long-term contract with the same initial wages, and increase the wage of the high type based on performance later. However, under the assumption that employers are competing for workers, a high-type worker is unlikely to accept such a contract from one employer, when another is willing to offer what she deserves from the beginning of the contract.
1.2.1 Risk Neutral Agents

Assume that education does not improve workers’ productivity\textsuperscript{13} and that all agents are risk-neutral. The strategic decisions in this model can be characterized as follows:

i) Based on prevalent wage offers, a worker will maximize her expected payoff (defined as wage net of education cost), and a type $i$ worker will choose to pursue the degree only when this leads to a higher expected payoff:

\[
    w(0) < (1 - \lambda_i) \cdot (w(1) - c_i) + \lambda_i \cdot (w(0) - c_i), \quad i \in \{h,l\}.
\]

ii) Based on post-hiring verification, employers’ beliefs $\mu_0$ and $\mu_1$ should be updated using Bayes’ rule whenever possible.\textsuperscript{14} Employers will offer a wage that is equal to a worker’s expected productivity, given her degree status:

\[
w(e_o) = \begin{cases} 
(1 - \mu_0) \theta_h + \mu_0 \theta_l, & e_o = 0 \\
(1 - \mu_1) \theta_h + \mu_1 \theta_l, & e_o = 1.
\end{cases}
\]

The market is in Perfect Bayesian Equilibrium if workers’ educational decisions and employers’ wage offers sustain each other. There are potentially three pure-strategy equilibria: both types choose not to pursue a degree ($e_h = e_l = 0$); the high type pursues, while the low type does not ($e_h = 1, e_l = 0$); and both workers choose to pursue the degree ($e_h = e_l = 1$). For the sake of brevity, I will refer to the three cases as “pooling not to pursue”, “separating” and “pooling to pursue” hereafter. In Appendix C, I discuss the decision processes outlined in i) and ii) for each case. Here, I present the equilibrium predictions in the first proposition.

\textsuperscript{13}The purpose of this assumption is to keep the discussion sharply focused on the signaling process, and it should not be taken as a complete denial in the productivity-improving function of education. Note that the framework in this section allows the incorporation of productivity-improving function, which will shift the wage offer $w(1)$ up by the increment in productivity.

\textsuperscript{14}Beliefs associated with out-of-equilibrium strategies are not restricted by the Perfect Bayesian Equilibrium solution, as employers cannot frequently observe such behavior to verify the type, but refinement on out-of-equilibrium beliefs will be applied later.
Proposition 1  Pooling not to pursue is always an equilibrium of this market, while separating is an equilibrium iff the education costs and dropout risks satisfy

\[
\frac{c_h}{1 - \lambda_h} \leq \frac{\mu}{\mu + \lambda_h(1 - \mu)}(\theta_h - \theta_l) \leq \frac{c_l}{1 - \lambda_l}.
\]

When the above condition is satisfied, the inefficient case in which both workers pursue the degree is not an equilibrium.

Although pooling not to pursue is always a Perfect Bayesian Equilibrium, it is supported by employers’ out-of-equilibrium beliefs that associate a degree holder with the low type with some probability. Such beliefs are particularly counterintuitive when the low type’s cost or dropout risk is so high that, in expectation, they would not benefit from pursuing the degree, even when the employers offer the highest possible wage, \(\theta_h\), to degree holders. To refine multiple equilibria in signaling games, Cho and Kreps (1987) came up with the “Intuitive Criterion” to rule out the equilibrium supported by unintuitive out-of-equilibrium beliefs. In the current context, the criterion requires that employers do not associate degree holders with the low type, when it is not profitable for the low type to deviate and pursue the degree, while it might be for the high type. In Appendix C, I derive the conditions under which we can refine the pooling equilibrium based on the Intuitive Criterion, and the following proposition presents my conclusion.

Proposition 2  Pooling not to pursue is not an intuitive Perfect Bayesian Equilibrium if the costs and dropout risks satisfy

\[
\frac{c_h}{1 - \lambda_h} < \frac{\mu}{\mu + \lambda_h(1 - \mu)}(\theta_h - \theta_l) < \frac{c_l}{1 - \lambda_l}.
\]

Combined with the condition for a separating equilibrium to exist, separating will be the only intuitive Perfect Bayesian Equilibrium when

\[
\frac{c_h}{1 - \lambda_h} < \frac{\mu}{\mu + \lambda_h(1 - \mu)}(\theta_h - \theta_l) < \frac{c_l}{1 - \lambda_l}.
\]
Fixing $\theta_h$, $\theta_l$ and $\mu$, two interesting cases arise if we change the assumptions on education cost and dropout risk. If we eliminate dropout risk from the model such that $\lambda_h = \lambda_l = 0$, the above condition adapts to

$$c_h < \mu(\theta_h - \theta_l) < \theta_h - \theta_l \leq c_l.$$  

In contrast to the original condition (other parameters constant), without dropout risks, the cost for the low types $c_l$ will have to be higher to deter them from pursuing the degree, while the cost for the high types will not need to be that low to encourage them to pursue the degree.

In the second case, if we eliminate the difference in education costs between the two types such that $c_h = c_l = c$, then the condition adapts to

$$1 - \lambda_h > \frac{c}{\mu \cdot \theta_h - \theta_l} > \frac{\mu + \lambda_h(1 - \mu)}{\mu} \cdot \frac{c}{\theta_h - \theta_l} \geq 1 - \lambda_l.$$  

That is, even when the education cost is not negatively correlated with workers’ abilities, as long as the dropout risk is sufficiently low for the high type and sufficiently high for the low type, workers can be separated by their educational choices, and, consequently, employers can use the degree as a signal of high ability. Note that education costs should always be positive (non zero); otherwise, the low type will always pursue the degree, even when their dropout risk is very high.

**Corollary 1** When education costs are not zero and are the same for both types of workers, separating is the only intuitive Perfect Bayesian Equilibrium when the dropout risk is sufficiently low for the high type and sufficiently high for the low type:

$$1 - \lambda_h > \frac{1}{\mu} \cdot \frac{c}{\theta_h - \theta_l} > \frac{\mu + \lambda_h(1 - \mu)}{\mu} \cdot \frac{c}{\theta_h - \theta_l} \geq 1 - \lambda_l.$$  

1.2.2 Effects of Risk Attitude

The discussion up to this point has assumed that agents in the labor market are risk-neutral; however, the element of dropout risk in pursuit of an education degree makes the discussion of
workers’ risk attitudes quite relevant.\textsuperscript{15} Assume that $w$ and $c$ are perfect substitutes in workers’ utility function $u(w, c) = u(w - c)$. Also, assume that workers’ decision can be characterized by expected utility theory.\textsuperscript{16} Then, in the separating equilibrium, workers’ incentive constraints in terms of expected utility are:

\begin{align*}
(1 - \lambda_h) \cdot u(w(1) - c_h) + \lambda_h \cdot u(w(0) - c_h) & \geq u(w(0)) & \text{High Type IC} \\
(1 - \lambda_l) \cdot u(w(1) - c_l) + \lambda_l \cdot u(w(0) - c_l) & \leq u(w(0)) & \text{Low Type IC}
\end{align*}

Suppose that the workers are risk-averse $u'(\cdot) > 0$ and $u''(\cdot) < 0$; then, for $i = h, l$ we have

\begin{align*}
(1 - \lambda_i) u(w(1) - c_i) + \lambda_i u(w(0) - c_i) & < u((1 - \lambda_i)(w(1) - c_i) + \lambda_i(w(0) - c_i)) \\
& = u((1 - \lambda_i)w(1) + \lambda_i w(0) - c_i)
\end{align*}

Comparing the two incentive constraints with their counterparts in the risk-neutral case, the IC for the low type is less stringent:

\textbf{Lemma 3} If $(1 - \lambda_l)w(1) + \lambda_l w(0) - c_l \leq w(0)$, then $(1 - \lambda_l) u(w(1) - c_l) + \lambda_l u(w(0) - c_l) < u((1 - \lambda_l)w(1) + \lambda_l w(0) - c_l) \leq u(w(0))$

The lemma states that, when the low-type workers are risk-averse, the education cost or dropout risk does not need to be as high as in the risk-neutral case in order to deter them from pursuing the education degree and to induce separation. However, the IC for the high type is more stringent:

\textsuperscript{15}Hiring a worker, in this model, is essentially buying a lottery with two outcomes: $\theta_h$ and $\theta_l$; if we refrain from the risk-neutral employer assumption, the wage offer will be the certainty equivalents rather than the expected values of the lotteries, conditional on employers’ beliefs. I will leave the effect of the employer’s risk attitudes to be empirically evaluated in the experiment results section, while focus on the risk attitudes of workers in this section.

\textsuperscript{16}Under Expected Utility Theory, an agent’s risk attitude is solely characterized by the curvature of the utility function. Given the set up of this model, probability weighting can be incorporated into workers’ incentive constraints by replacing probabilities with decision weights.
Lemma 4  If \((1 - \lambda_h)u(w(1) - c_h) + \lambda_h u(w(0) - c_h) \geq u(w(0))\), then \(u((1 - \lambda_h)w(1) + \lambda_h w(0) - c_h) > (1 - \lambda_h)u(w(1) - c_h) + \lambda_h u(w(0) - c_h) \geq u(w(0))\); that is, \((1 - \lambda_h)w(1) + \lambda_h w(0) - c_h > w(0)\).

Risk aversion among high type requires the education cost or the dropout risk to be lower than in the risk-neutral case, in order to encourage the high type to pursue the degree.\(^{17}\) Therefore, risk aversion moves the boundaries of the parameter regions in which the separating equilibrium exists, while the overall structure of the analysis stays the same.

The discussion of workers’ risk attitudes thus far rests on an implicit assumption that all workers have the same risk preferences. When workers have heterogeneous risk attitudes, the situation becomes complex and the separating equilibrium may cease to exist. Consider the situation in which education costs cannot be effectively differentiated between the high and low types – that is, \(c_h = c_l = c\). Reorganize the existence condition of the separating equilibrium in terms of \(\frac{c}{\theta_h - \theta_l}\) as follows:

\[
\frac{\mu}{\mu + \lambda_h (1 - \mu)} (1 - \lambda_l) \leq \frac{c}{\theta_h - \theta_l} \leq \frac{\mu}{\mu + \lambda_h (1 - \mu)} (1 - \lambda_h).
\]

If we assume the high-type workers are risk-averse, then the IC for the high type in the separating equilibrium will be more stringent, causing the right bound for \(\frac{c}{\theta_h - \theta_l}\) to shift left. If we assume the low-type workers are risk-loving, then the IC for the low type will also be more stringent, causing the left bound to shift right. These two effects, if large enough, will lead to a contradiction between the two ICs in the separating equilibrium. In this situation, given \(c\), \(\theta_h\), \(\theta_l\) and \(\mu\), a separating equilibrium cannot be induced by the dropout risks, \(\lambda_h\) and \(\lambda_l\).

In the situation discussed above, it takes both extreme risk loving among low productive workers and extreme risk aversion among high productive workers to make the existence of a separating equilibrium impossible. Laboratory research on subjects’ risk attitudes, such as Holt and Laury (2002), Hey and Orme (1994) and Harrison and Rutström (2008), generally find small to modest risk aversion among subjects in the laboratory environment, with stakes similar to what will be

\(^{17}\)Meanwhile, if we are looking at risk-loving workers, the conclusions will be reversed for these two types, respectively.
used in my experiment. Also, by the design of the experiment, I will be able to observe each subject’s decisions as both high-type and low-type workers, so comparing signaling decisions made by the same subject between the two types will be equivalent to holding risk attitudes the same between types. To make comparisons across different subjects, risk attitudes will be elicited from each subject after they are done with the signaling game and will be used to explain between-subject differences in wage offers and education choices.

1.3 Experiment Design

The experiments are designed to test the model developed above and to answer the following questions: Will subjects learn to play the separating equilibrium in this labor market? Will the market reach the separating equilibrium more often when pooling not to pursue is unintuitive? Can risk attitudes account for subjects’ decisions as workers and as employers? To focus sharply on the role that dropout risk plays in inducing separation, education costs are set to be the same for both types of workers.18 Varying the education cost and population distribution of workers, while keeping workers’ productivities and dropout risks constant, we have five treatments, shown in Table 1.1. In treatments 1, 2 and 3 at the top half of Table 1.1, education costs are kept constant, while the percentage of low types in the worker population decreases linearly by 25%. Therefore, I refer to them as Population Treatments. In treatments 4, 2 and 5 at the bottom half, the percentage of low types is kept constant, while education costs increase linearly by $2. Therefore, I refer to them as Cost Treatments. Note that Treatment 2 is at the center of both treatment groups and will serve as the baseline for pairwise hypothesis tests later.

---

18In the experiments reported in Kübler et al. (2008), education costs are higher for low types and no dropout risk is imposed. Their experiments can be seen as a parametrization of the model developed in Section 1.2, in which $c_h > c_l > 0$ and $\lambda_h = \lambda_l = 0$. The procedures used in the current experiments are very similar to those in Kübler et al. (2008); therefore, the results in Kübler et al. (2008) can lend some insights in the discussion of the results from the current experiments.
Table 1.1: Parameterization in Each Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Low Type</th>
<th>Education Cost</th>
<th>Productivity</th>
<th>Dropout Risk</th>
<th>Is Equilibrium?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75%</td>
<td>$5</td>
<td>$25</td>
<td>10%</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>50%</td>
<td>$5</td>
<td>$25</td>
<td>10%</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>25%</td>
<td>$5</td>
<td>$25</td>
<td>10%</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>50%</td>
<td>$3</td>
<td>$25</td>
<td>10%</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>50%</td>
<td>$7</td>
<td>$25</td>
<td>10%</td>
<td>Yes</td>
</tr>
</tbody>
</table>

1 Pooling to pursue is not an equilibrium in any of these treatments, so in the current table, as well as in the following discussion, pooling is referring to “pooling not to pursue”.

Table 1.2: Cho-Kreps Intuitive Refinement of Pooling Equilibrium

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Population Treatments</th>
<th>Cost Treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooling Wage</td>
<td>75%, $5</td>
<td>50%, $5</td>
</tr>
<tr>
<td>Expected Payoff if Deviate (Highest Possible1)</td>
<td>High Type</td>
<td>Low Type</td>
</tr>
<tr>
<td>Pooling at Not Pursuing</td>
<td>Unintuitive</td>
<td>Intuitive</td>
</tr>
</tbody>
</table>

1 The highest possible expected payoff is calculated under the most favorable wage offer for degree holders; that is, employers offer $25 to workers who have a degree.

In all five treatments, pooling not to pursue and separating are both Perfect Bayesian Equilibria, while pooling to pursue is not; therefore, “pooling” refers to “pooling not to pursue” in the discussion hereafter. However, the five treatments differ in whether pooling is unintuitive; Table 1.2 applies the Intuitive Criterion to the pure-strategy pooling equilibrium of these treatments. The row labeled “Pooling Wage” shows the wage offer to workers without the degree from risk-neutral employers in the pooling equilibrium; the next two rows show the expected payoff of each type should employers offer $25, the highest possible wage, to workers who deviate from pooling and successfully earn the degree. In the first two treatments (columns) of each treatment group, pooling is unintuitive since deviation yields a lower expected payoff for the low type even under the most favorable out-of-equilibrium wage offer, while the high type can get a higher expected
payoff. In the last treatment of each treatment group, neither type can profit from deviation in expectation, and pooling cannot be refined by the Cho-Kreps Intuitive Criterion.

Previous signaling experiments have shown that the separation between the high and low type’s signaling decisions was never 100%. The purpose of these treatments is to see if changes in share of low types in the population or signal cost will make separation more or less complete. In addition, within each treatment group, although the changes in the treatment parameter are linear, pooling equilibrium is unintuitive in the first two treatments but intuitive in the last treatment. Therefore, with this design, the effectiveness of the Intuitive Criterion will manifest as a more dramatic increase in pooling (or, equivalently, a much less complete separation) when the cost changes from $5 to $7 than when it changes from $3 to $5 in the Cost Treatments, and when the share of low types in the population changes from 50% to 25% than when it changes from 75% to 50% in the Population Treatments.

Ten sessions were conducted between December 2015 and March 2017 in the lab at Georgia State University’s Experimental Economics Center. A total of 240 subjects were recruited from among the undergraduate students at the university. Each session lasted approximately two hours. Twenty-four subjects participated in each session and two sessions were ran for each treatment. The market parameters were fixed within each session. To avoid potential confounding effects from contexts such as “education degree”, “employers” or “workers”, we used neutral wording in the experiments. Workers are referred to as sellers who are selling products with either high values or low values, and employers are referred to as buyers who are bidding for the products. Pursuing the degree is described as testing the product, and the degree itself is referred to as a quality certificate. The subject instructions for Treatment 2 are attached as Appendix D.

In each session, the subjects play the signaling game for 32 periods; the 32 periods are divided into 4 blocks × 8 periods per block, and each subject assumes the same role within a block but might switch roles between blocks. The block and role switch design is common in signaling experiments: it allows us to observe each subject’s decisions as both buyer and seller; and it
can help prompt subjects understanding of the game from different angels.\footnote{As will be introduced later, one of the 32 periods will be chosen to determine their payoff. Under the assumption that agents are expected utility maximizers, the role switching and block design combined with this payoff mechanism should not create incentives for portfolio decisions. See Cox et al. (2015) for an extended discussion on the comparability between this payoff mechanism and expected utility theory.} Table 1.3 shows a decomposition of the block design and role assignment rules within each session.

Table 1.3: Role Assignment in Each Session

<table>
<thead>
<tr>
<th>Subject ID 1</th>
<th>1 - 8</th>
<th>9 - 16</th>
<th>17 - 24</th>
<th>25 - 32</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 8</td>
<td>Seller</td>
<td>Buyer</td>
<td>Buyer</td>
<td>Seller</td>
</tr>
<tr>
<td>9 - 16</td>
<td>Buyer</td>
<td>Seller</td>
<td>Buyer</td>
<td>Buyer</td>
</tr>
<tr>
<td>17 - 24</td>
<td>Buyer</td>
<td>Buyer</td>
<td>Seller</td>
<td>Buyer</td>
</tr>
</tbody>
</table>

\footnote{Subject ID was randomly assigned, so subjects with adjacent IDs do not necessarily take adjacent seats.}

\footnote{Subjects were merely informed that their roles would switch back and forth over the 32 periods, but were not told the specifics of the block design or the role switching rules.}

When each period begins, each seller will get one product with either a high or a low quality. Then, two buyers will be randomly and anonymously matched with the seller to undergo a first-price sealed-bid auction on her product.\footnote{Matching sellers and buyers to form individual markets is a popular feature of recent experiments, such as de Haan et al. (2011), Jeitschko and Normann (2012) and Kübler et al. (2008), while a representative example of using a double auction in a pit market is Miller and Plott (1985). The main reason to use matching in the current experiments is to apply random matching among subjects to make each period as close as possible to a one-shot game.} The qualities of the products that each subject gets to trade are assigned in the following way (using Treatment 2 as an example):

1. In each period, half of the eight sellers will get the high-quality products and the other half will get the low-quality products. This information is included in the instructions.

2. In the eight periods of each block, each seller will get high-quality products for four periods and low-quality products for the remaining four periods; each buyer will be matched with high quality sellers for 4 periods and with low quality sellers for the rest 4 periods. This information is excluded from the instructions, and the sequences of product qualities that a subject gets to trade do not follow any patterns. Since subjects do not know the specifics of the block and role switching design, the possibility that they will figure out the sequence of quality assignments over the 32 periods is minimal.

Table 1.3 shows a decomposition of the block design and role assignment rules within each session.
With this method of assignment, we can make sure to get observations for each subject on signaling behavior when selling high- and low-quality products. So, for each parameterization, we can make within-subject comparisons on signaling frequencies (that is, the frequencies of a seller taking the test) given different product qualities. Also, since the population distribution is the key treatment parameter in the Population Treatments, we want to avoid subjects’ suspicions on this parameter should a subject experience unusually high or low frequencies of low-quality products.

As soon as the subject matching and product assignment are done, each seller is informed of the quality of her product and is asked to decide whether to test her product. If a seller decides to take the test, a horizontal bar that is divided into success zone and failure zone shows up on the computer screen. A white needle appears and runs across the bar randomly for five seconds. If the needle rests in the failure zone, the product fails the test; if in the success zone, the product passes the test. The failure zone takes up 10% of the bar for the high-type product and 90% for the low type. After all sellers are done with decisions and tests, each product will be put on the market in which it belongs; if a sellers decides to test and the product passes, it will be put on the market with a certificate. The two buyers will be informed whether the product in their market is certified\(^{21}\) and will then each submit one bid without knowing the other’s bid. The product will be sold to the buyer with the higher bid, at a price equal to his own bid. Subjects will then be informed of the two bids and the quality of the product in their market, as well as their own profits in the current period, calculated as in Table 1.4, using Treatment 2 as an example.

After 32 periods of market trading, one period will be randomly chosen to determine all subjects’ payoffs.\(^{22}\) The experiment will then proceed to the second part, in which the subjects need to choose a preferred lottery for each of the 20 lottery pairs we present to them.\(^{23}\) The 20 lottery pairs are carefully chosen to have good coverage in the Marschak-Machina (MM) triangles (two

\(^{21}\)Buyers will not be informed of sellers’ decisions, and this is commonly known to all subjects.

\(^{22}\)This is the POR\(_{PAS}\) payoff mechanism introduced by Cox et al. (2015), which supports this payoff mechanism as most compatible with Expect Utility theory among all the payoffs tested in the paper.

\(^{23}\)At the beginning of each session, subjects are informed that there will be a second part in which they can still make money, but not informed of the nature of the tasks in the second part.
Table 1.4: Payoff in Each Period of Treatment 2

<table>
<thead>
<tr>
<th>Buyer with lower Bid</th>
<th>Buyer with higher Bid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8</td>
<td>$25 - Bid + $8 if the product has high quality</td>
</tr>
<tr>
<td></td>
<td>$10 - Bid + $8 if the product has low quality</td>
</tr>
<tr>
<td>Seller</td>
<td>Product Price - $5 if she took the test</td>
</tr>
<tr>
<td></td>
<td>Product Price if she didn’t take the test</td>
</tr>
</tbody>
</table>

1 $8 is paid to all buyers as a non-salient endowment. The purpose is to cover possible losses from overbidding.

pairs will have either common ratios or common consequences), so as to allow robust inference on subjects’ risk preferences. Each pair is graphed in its corresponding MM triangle in Figure A.1. The 20 pairs of lotteries are presented to each subject, one pair at a time; the order of the lottery pairs, as well as the positions of the two lotteries in each pair on the computer screen, are individually randomized for each subject. After a subject chooses her preferred lottery in one pair, the chosen lottery will be played out immediately before proceeding to the next choice. After subjects have made all 20 choices, the payoff from one choice will be randomly chosen to determine their payoff in the second part of the experiment.

At the end of each session, subjects are asked to fill out a demographic survey and are paid the sum of their payoffs from both parts of the experiment, plus a show-up fee of $5. A summary of age, gender, GPA and ethnicity of the subjects in each session can be found in Table B.1.

1.4 Data and Results

In this section, I first describe seller and buyer behavior based on summary statistics and hypothesis tests and then report analysis of treatment effects using different regression specifications. I explore how a subject’s risk preference affects her choices of signaling and bidding strategies, and how subjects’ strategies as sellers correlate with their own strategies as buyers. I provide only the major tables and graphs, and include the other tables and graphs in the Appendices.
1.4.1 Individual Behavior

For each subject, I create the following four variables to summarize her decisions throughout the 32 periods of market trading: (1) frequency of taking the certification test (referred to as “signaling frequency” hereafter) when selling high-quality products $S_H$; (2) signaling frequency when selling low-quality products $S_L$; (3) average bids on certified products $B_C$; and (4) average bids on non-certified products $B_{NC}$. For the 48 subjects in each treatment, empirical distributions of signaling frequencies by product quality are shown in Figure 1.1, and empirical distributions of average bids by certification status are shown in Figure 1.4. Also, the means on these variables over the 48 subjects in each treatment are reported in Table 1.5.

Table 1.5: Summaries of Signaling and Bidding Behavior in Each Session

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Cost ( $ )</th>
<th>Share of Low Type $\mu_1$</th>
<th>Share of Certified Products $\mu_0$</th>
<th>Frequency of Signaling $\mu_{S_{diff}}$</th>
<th>Average Bidding $\mu_{B_{diff}}$</th>
<th>Average Price ( $ )$</th>
<th>Average Price ( $ )$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$5$</td>
<td>75%</td>
<td>92.0%</td>
<td>9.3%</td>
<td>19.3%</td>
<td>10.42</td>
<td>13.07</td>
</tr>
<tr>
<td>2</td>
<td>$5$</td>
<td>50%</td>
<td>79.3%</td>
<td>7.1%</td>
<td>9.06</td>
<td>6.96</td>
<td>7.65</td>
</tr>
<tr>
<td>3</td>
<td>$5$</td>
<td>25%</td>
<td>43.6%</td>
<td>0.6%</td>
<td>11.86</td>
<td>5.88</td>
<td>8.47</td>
</tr>
<tr>
<td>4</td>
<td>$3$</td>
<td>50%</td>
<td>85.3%</td>
<td>2.7%</td>
<td>19.07</td>
<td>9.08</td>
<td>10.35</td>
</tr>
<tr>
<td>5</td>
<td>$7$</td>
<td>75%</td>
<td>92.0%</td>
<td>92.0%</td>
<td>19.3%</td>
<td>9.04</td>
<td>11.20</td>
</tr>
</tbody>
</table>

1 In treatments 1, 2 and 4, pooling is unintuitive and separating is the only intuitive equilibrium; in treatments 3 and 5, pooling is intuitive and cannot be refined by Cho-Kreps Intuitive Criterion.

2 Empirical distributions of $S_{H}, S_{L}$ and $S_{DIFF}$ in each treatment can be found in Figure 1.1 and Figure A.2.

3 Empirical distributions of $B_{C}, B_{NC}$ and $B_{DIFF}$ in each treatment can be found in Figure 1.4 and Figure A.3.

4 Empirical distributions of $\mu_0$ and $\mu_1$ can be found in Figure A.4.

Starting with seller behavior, I find evidence supporting the separating strategy\textsuperscript{24} among sellers, although similar to what has been observed in other signaling experiments, the separation is incomplete. Based on the Wilcoxon paired signed-rank tests on $S_{H}$ and $S_{L}$ among the 48 subjects in each treatment, the null hypothesis that sellers take the test at the same frequencies when selling high- and low-quality products can be rejected for all treatments. The alternative hypothesis

\textsuperscript{24}This refers to the seller strategy that taking the test when selling high-quality product and not taking the test when selling low-quality ones.
that the sellers take the test more frequently when selling high quality product is supported in all treatments:

\[ S_H > S_L \text{ in all treatments, significant at the 1\% level.} \]

However, the empirical distributions of \( S_H \) and \( S_L \) show different degrees of separation in the five treatments. Figure 1.1 shows the histograms of signaling frequencies by product quality for the 48 subjects in each treatment; the Population Treatments are aligned vertically and the Cost Treatments are aligned horizontally. Treatments with an unintuitive pooling equilibrium are located in the top, left and center panels; in these treatments, there is a clearer separation between the high type’s and the low type’s distributions: the high-type sellers (the bars with blue solid outlines) are concentrated in the right and closer to the 100\% point, while the low-type sellers (the bars with red dashed outlines) are in the left and closer to the 0\% point. In contrast, in treatments with an intuitive pooling equilibrium, shown in the right and bottom panels, the distributions of the two types overlap, mainly due to the leftward shift of the high type’s distribution, indicating more pooling than in the other three treatments. The means of these distributions are reported in the columns under “Frequency of Signaling” in Table 1.5, and the trends of their changes across treatments are graphed by treatment groups in Figure 1.2.

The observations discussed above are generally supported by two sample Wilcoxon rank-sum tests on \( S_H \) and \( S_L \) between treatments. Using Treatment 2 (50\% and $5 treatment, the middle panel of Figure 1.1) as the baseline, low-type sellers do not behave differently in other treatments, with one exception: the null hypotheses that \( S_L^{50\%}, $5 = S_L^{50\%}, $7 \) is rejected at 1\% in support of \( S_L^{50\%}, $5 > S_L^{50\%}, $7 \). In contrast, high-type sellers in treatments with intuitive pooling signal less frequently than high-type sellers in Treatment 2, and high-type sellers in treatments with unintuitive pooling do not show a significant difference:\(^{25}\)

\[ S_H^{75\%}, $5 = S_H^{50\%}, $5 >*** S_H^{25\%}, $5 \]

\(^{25}\)The same results hold under the two sample t-tests and Kolmogrov-Smirkow tests with one exception: paired t-tests can reject \( S_H^{50\%}, $3 = S_H^{50\%}, $5 \) at the 5\% level.
For each individual, the difference between the signaling frequencies when selling high- and low-quality products is measured as $S_{DIFF} = S_H - S_L$; the distribution of $S_{DIFF}$ among subjects in each treatment is in Figure A.2, and the means are reported in Table 1.5. Pairwise Wilcoxon rank-sum tests weakly reject the null hypothesis that $S_{DIFF}$ is identically distributed in the three treatments with an unintuitive pooling equilibrium. However, when we compare the treatments with intuitive pooling to Treatment 2, the tests strongly support the alternative hypothesis that the difference in signaling frequencies between high- and low-quality products becomes smaller:

$S_{DIFF}^{75\%}, S_5 = S_{DIFF}^{50\%}, S_5 > *** S_{DIFF}^{25\%}, S_5$

$S_{DIFF}^{50\%}, S_3 = S_{DIFF}^{50\%}, S_5 > *** S_{DIFF}^{50\%}, S_7$

**Conclusion 1: Signaling Behavior**  In all treatment, sellers signal more frequently when selling high-quality products. Nevertheless, compared to treatments with unintuitive pooling, the high-quality sellers signal less frequently as the pooling equilibrium becomes intuitive due to an increase in cost or a decrease in the share of low-quality products; as a result, the difference in signaling frequencies between high- and low-quality products is smaller as the pooling equilibrium becomes intuitive.

As a result of lower signaling frequency among high-type sellers, the percentage of the high (low) type among non-certified products also increases (decreases) in treatments with an intuitive pooling equilibrium. For each individual subject, two variables are created to represent the correlation between the certification status and product qualities that she buys: the share of low-quality products among the certified products she has bought $\mu_1$, and the share of low-quality products among non-certified products $\mu_0$. The means of these two variables over the subjects in each

---

26 The same results hold under the two sample t-tests, but Kolmogrov-Smirnov tests can reject $S_{DIFF}^{75\%}, S_5 = S_{DIFF}^{50\%}, S_3$ at 10% level.
The market share of certified products in each treatment is also reported in Table 1.5. The distributions of these variables are sharply concentrated around their means, so the histogram is only supplemented as Figure A.4.

The share of low-quality products among certified products $\mu_1$ is very close or equal to 0 in all treatments. The share among non-certified products $\mu_0$ drops *monotonically but not linearly* (solid lines in Figure 1.3) as the population share of low types drops or the cost increases *linearly*. This is caused by a similar non-linear drop of the signaling frequency among high-quality sellers (solid lines in Figure 1.2). The kinks at the mid-point of the lines, where pooling goes from unintuitive to intuitive, suggest the effectiveness of the Cho-Kreps Intuitive Criterion on equilibrium selection. Theoretical predictions on $\mu_0$ under complete pure-strategy separation, that is, when the high type always take the test and the low type never takes the test, are included as the reference lines (dashed lines in Figure 1.3). A bigger distance between the solid line and the dashed line means that the market deviated further from complete separating, and that more high and low types are pooled as non-certified products.

**Conclusion 2: Effectiveness of the Intuitive Criterion** Consistent with the predictions of the Intuitive Criterion, there is dramatically less pooling between the high and low types as non-certified products when the pooling equilibrium is unintuitive. The certified products are predominately high-quality products in all markets because of the low signaling frequencies and high failure rate among low-quality products.
Figure 1.1: Signaling Frequencies per Seller in Each Treatment (by Quality Type)

Figure 1.2: Average Frequencies of Signaling in Each Treatment (by Quality Type)
1 The dashed line is the predicted share of low-quality products among non-certified products, if all sellers with high-quality products take the test and all sellers with low-quality products do not.

2 The solid line is the observed share of low-quality products among non-certified products in each treatment.

Figure 1.3: Share of Low-Quality Products Among Non-Certified Products

Turning to buyer behavior, Figure 1.4 shows the empirical distributions of average bids on certified and non-certified products over the 48 subjects in each treatment, and the means are reported in the “Average Bidding” columns in Table 1.5. The bidding premium on certified products by each subject – that is, the increase in a subject’s average bid on certified, compared to that on non-certified products – is measured as $B_{DIFF} = B_C - B_{NC}$. The distributions are shown in Figure A.3, and the means are also reported in Table 1.5.

The first observation is that bids are generally lower than the expected values of the products given the empirical posterior distributions in each treatment (reported in Table 1.5 and Figure 1.4). This is potentially caused by risk aversion and by the optimal strategy for a subject to bid below her true valuation of the auction object in the first-price sealed-bid auctions. Therefore, rather than comparing bids and prices to the predictions when buyers truthfully reveal their valuations of the object, I focus on comparing bids between certified and non-certified products within each treatment, as well as comparing bids on the same type of products across treatments.

28 With the same market institution, Kübler et al. (2008) also observe that bids generally do not converge to the predicted value in a pure-strategy separating equilibrium; however, by increasing the number of buyers to three, the bids increase significantly. The conjecture can be tested by switching to alternative institutions, such as a second-price sealed-bid auction or an English auction, in which buyers are predicted to bid their true valuation of the auction object—that is, the certainty equivalents based on their risk attitudes and beliefs (work in progress).
Starting with bidding behavior in Population Treatments, I observe an increasing trend in bids on non-certified products as the population share of the low type decreases: from the top to the bottom panels in Figure 1.4, the distribution of bids on non-certified products shifts to the right, while the distribution of bids on certified products shifts slightly to the left. This pattern is generally confirmed with pairwise Wilcoxon rank-sum tests:

\[
\begin{align*}
B_{NC}^{75\%}, \$5 & < *** B_{NC}^{50\%}, \$5 < *** B_{NC}^{25\%}, \$5 \\
B_{C}^{75\%}, \$5 & > ** B_{C}^{50\%}, \$5 < *** B_{C}^{25\%}, \$5
\end{align*}
\]

Two factors could drive up the bids on non-certified products as \( \mu \) decreases: the buyers are updating their posterior beliefs properly in response to more pooling behavior among sellers; and/or they are simply responding to the lower proportion of low types in the prior distribution of the products. In Figure 1.5, I graph the means of \( B_{NC} \) across treatments as the solid red line and provide two reference lines: the dashed red line marks the expected value given the posterior distribution of non-certified products observed in each treatment, and the dotted gray line marks the expected value given the posterior in the pure-strategy separating equilibrium. Focusing on the changes in \( B_{NC} \) in Population Treatments in the left panel, the slope of the solid red line is somewhere between those of the dashed red line and the dotted gray line, indicating partial but incomplete posterior updating among buyers. That is, buyers do respond to changes in seller’s strategies across the treatments, and the increase in \( B_{NC} \) is not solely due to the change in the share of low types in the prior distribution of the products.\(^{29}\)

\(^{29}\)The incomplete posterior updating indicates a mixture of learning modes among buyers, and to fully understand the bidding behavior, a mixture model with different learning models is called for (work in progress).
Figure 1.4: Average Bids per Buyer in Each Treatment (by Certification Status)

Vertical Axis: Number of Buyers (Total: 48)

Horizontal Axis: Average Bids by Each Buyer

Non-Certified
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Figure 1.5: Mean Bids on Non-Certified Products in Each Treatment

1 The dashed red line is the expected value of non-certified products based on the observed posterior in the experiments.

2 The dotted gray line is the expected value of non-certified products if the market is in pure-strategy separating equilibrium; that is, high types always test and low types never tests.

3 The solid red line is the mean of bids on non-certified products observed in the experiments.
Driven mainly by the increase in bids for non-certified products, the bidding difference drops as the share of low types decreases from 75% to 50%, holding the cost constant at $5. This is consistent with the increased pooling behavior among sellers and the decreased separation between high- and low-type products. However, there is no such drop when the share of low types drops further from 50% to 25%.  

\[ B_{\text{DIFF}}^{75\%}, \$5 \succ B_{\text{DIFF}}^{50\%}, \$5 = B_{\text{DIFF}}^{25\%}, \$5 \]

Turning to bidding behavior in Cost Treatments: since the share of low type among non-certified products does not change much when the cost changes from $3 to $5, bids on non-certified products should not change between these two treatments; the share drops when the cost increases further, from $5 to $7, so bids on non-certified products should increase accordingly. These predictions are graphed as the dashed red line in Figure 1.5.  

The observations are only partly consistent with the above predictions, as is shown in Figure 1.4: consistent with the prediction, as the cost increases (from the left to the right panels), the distribution of \( B_{\text{NC}} \) does not shift much from the $3 to $5 treatment; however, it also does not shift much from the $5 to $7 treatments, when it should have shifted to the right according to the prediction. I observe similar trends when comparing the means of \( B_{\text{NC}} \) in these three treatments (the solid red line) in the right panel of Figure 1.5. Pairwise Wilcoxon rank-sum tests cannot reject that the bids on non-certified products are the same in the Cost Treatments:

\[ B_{\text{NC}}^{50\%}, \$3 = B_{\text{NC}}^{50\%}, \$5 = B_{\text{NC}}^{50\%}, \$7 \]

Another observation that is inconsistent with posterior updating is that the distribution of bids on certified products shifts to the left when the cost increases from $5 to $7, which should not

---

30 While results from Kolmogorov-Smirnov tests are the same, two-sample t-tests can reject \( B_{\text{DIFF}}^{50\%}, \$5 = B_{\text{DIFF}}^{25\%}, \$5 \) at the 10% level.

31 Since the share of low types in the prior distribution is fixed at 50%, the expected values of non-certified products in pure-strategy separating equilibrium is constant and is shown as the dotted gray line.
happen since the posterior distribution of certified products is basically the same between these two treatments. The observations are also backed up by pairwise Wilcoxon rank-sum tests:

\[ B_{C}^{50\%}, \$3 \; > \; *** \; B_{C}^{50\%}, \$5 \; > \; *** \; B_{C}^{50\%}, \$7 \]

Although \( B_{NC} \) and \( B_{C} \) do not always change consistently with increased pooling, their joint effect is a dramatic decrease in the bidding premium on certified products \( B_{DIFF} \), which turns out to be consistent with the increase in pooling between high- and low-type products when the cost increases:

\[ B_{DIFF}^{50\%}, \$3 \; > \; *** \; B_{DIFF}^{50\%}, \$5 \; > \; *** \; B_{DIFF}^{50\%}, \$7 \]

Despite the decreased difference in bids when the cost increases and when share of the low type decreases, Wilcoxon paired signed-rank tests reject the null hypothesis that average bids on certified and non-certified products are the same in all five treatments:

\[ B_{C} > B_{NC} \text{ in all treatments, significant at the 1\% level.} \]

**Conclusion 3: Bidding Behavior** Buyers bid significantly higher on certified products than on non-certified products in all treatments. As the population share of the low type decreases, bids on non-certified products increase, and bids on certified products decrease slightly; as the cost of the certification test increases, bids on non-certified products stay the same, and bids on certified products decrease. As a result, the individual bidding premium on certified products generally drops as \( \mu \) decreases or as cost increases, consistent with increased pooling between high- and low-quality products (Conclusion 2).

Prices of certified and non-certified products are also reported in columns “Average Price” of Table 1.5. As one would expect, the prices changes across treatments in a similar pattern to bids: the price premium of certified products (defined as the price difference between certified and non-certified products) drops as the percentage of the low type decreases or as the cost of the certification test increases. With regard to seller behavior, Table 1.6 shows, for each type, the expected payoff of sellers when they take the test and when they don’t, given the average prices in
each treatment. The signaling frequency of high-type sellers is, indeed, positively correlated with their expected gain from taking the test (the “Difference” column).\textsuperscript{32}

An interesting question to ask, given the role switching design of this experiment, is whether an individual’s behavior as a seller correlates with her own strategy as a buyer. A simple way to answer this question is to find the correlation coefficients between the differences in signaling frequencies $S_{DIFF}$ and bidding premiums $B_{DIFF}$ among the 48 subjects in each treatment. The results are reported in Table 1.7. If the beliefs about others’ strategies come from a subject’s own perception of the game and choice of strategies, we will expect $B_{DIFF}$ to be positively correlated with $S_{DIFF}$ within each treatment. Such correlations are found in all treatments except for Treatments 1. I further decompose these correlations in terms of the bidding behavior on certified and non-certified products, and find that they mostly caused by positive correlation-ships between $B_C$ and $S_{DIFF}$.

Table 1.6: Correlation between Price Premium and Seller Decision in Each Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Cost</th>
<th>Share of Low Type</th>
<th>Average Price ($)</th>
<th>Expected Payoff of High Type ($)</th>
<th>Expected Payoff of Low Type ($)</th>
<th>Signaling Frequency High Type</th>
<th>Signaling Frequency Low Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Certified</td>
<td>Non-Certified</td>
<td>Difference</td>
<td>Difference</td>
<td>Test</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>$5</td>
<td>75%</td>
<td>19.47</td>
<td>9.04</td>
<td>10.42</td>
<td>13.43</td>
<td>9.04</td>
</tr>
<tr>
<td>2</td>
<td>$5</td>
<td>50%</td>
<td>18.00</td>
<td>10.35</td>
<td>7.65</td>
<td>12.24</td>
<td>10.35</td>
</tr>
<tr>
<td>3</td>
<td>$5</td>
<td>25%</td>
<td>19.74</td>
<td>13.92</td>
<td>5.86</td>
<td>14.16</td>
<td>13.92</td>
</tr>
<tr>
<td>4</td>
<td>$3</td>
<td>50%</td>
<td>21.34</td>
<td>10.09</td>
<td>11.25</td>
<td>17.21</td>
<td>10.09</td>
</tr>
<tr>
<td>2</td>
<td>$5</td>
<td>50%</td>
<td>18.00</td>
<td>10.35</td>
<td>7.65</td>
<td>12.24</td>
<td>10.35</td>
</tr>
<tr>
<td>5</td>
<td>$7</td>
<td>50%</td>
<td>18.88</td>
<td>10.51</td>
<td>5.28</td>
<td>8.34</td>
<td>10.51</td>
</tr>
</tbody>
</table>

Table 1.7: Self-Correlation Between Subjects’ Signaling and Bidding Strategies

<table>
<thead>
<tr>
<th>Low Type</th>
<th>Cost</th>
<th>$B_{DIFF} \times S_{DIFF}$</th>
<th>$B_{NC} \times S_{DIFF}$</th>
<th>$B_C \times S_{DIFF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>75%</td>
<td>$5</td>
<td>0.093</td>
<td>-0.058</td>
<td>0.080</td>
</tr>
<tr>
<td>50%</td>
<td>$5</td>
<td>0.269 *</td>
<td>-0.042</td>
<td>0.245 *</td>
</tr>
<tr>
<td>25%</td>
<td>$5</td>
<td>0.485 *</td>
<td>-0.408 *</td>
<td>0.313 *</td>
</tr>
<tr>
<td>50%</td>
<td>$3</td>
<td>0.346 *</td>
<td>-0.089</td>
<td>0.334 *</td>
</tr>
<tr>
<td>50%</td>
<td>$7</td>
<td>0.571 *</td>
<td>0.130</td>
<td>0.564 *</td>
</tr>
</tbody>
</table>

* Significant at 10% level

\textsuperscript{32} However, the table also shows that sellers are taking the test with positive frequencies even when the expected payoffs are negative. This indicates that they are either risk loving when they make signaling decisions, or that sellers do not fully adjust to the market prices in their investment decisions.
To see how subjects learn to play the game, as well as how risk preferences affect their decisions as buyers and sellers, I report random effects panel regression results on signaling and bidding decisions in Table 1.8, with errors clustered at the subject level. Using observations within each treatment, I run logit regressions on sellers’ decisions of whether or not to take the certificate test in each period with three sets of explanatory variables, and I arrange the results by treatment groups for ease of comparison. The models with product type as the only explanatory variable (first three columns) are consistent with the hypothesis tests and Conclusion 1: the coefficients are all positive at the 1% significance level, and generally decrease as the percentage of low types drops in the Population Treatments or as the cost increases in the Cost Treatments. To directly test if the changes in the coefficients are significant, I run panel regressions on subjects signaling behavior separately for high and low quality products, with 50%, $5 session as baseline session and dummies for other treatments, and with errors clustered at the subject level. The results are reported as Table 1.10 and further confirm the discussions above.

When I add the number of current periods interacted with product type to the set of control variables (the middle three columns), I find that, subjects learn to signal more often when selling high-type products in the three treatments with an unintuitive pooling equilibrium, but do not in treatments with an intuitive pooling equilibrium. The last three columns in Table 1.8 report the random effects panel regression results, which include the number of safer lotteries that subjects choose in the 20 lottery pairs as the control variable for risk preference. The signs of the coefficients are significantly negative only in two treatments, as predicted in the discussion on

---

33 Given the experimental design as demonstrated in Table 1.3, I compare the signaling behavior of subjects who played as seller in the first and last blocks. I calculate each subject’s signaling rates $S_{H}$, $S_{L}$ and $S_{DIFF}$ in the first and last block, and report the means over all subjects within each treatment in Table B.2. To test for the differences in the distributions of these variables between the two blocks, I perform Wilcoxon Signed-Rank tests on these variables. I find that when selling high type products ($S_{H}$), subjects signal more often in the last block than in the first block in two of the three treatments with unintuitive pooling, but not so in either of the two treatments with intuitive pooling. I find no significant difference in signaling behavior between the first and last blocks when selling low type products ($S_{L}$), except for in Treatment 5. I also find that, compared to the first block, the difference in signaling rates $S_{H} - S_{L}$ is greater in the last block in all three treatments with unintuitive pooling, but not so in the two treatments with intuitive pooling.

34 The safer lottery in a pair refers to the one positioned left in the MM triangle. Under the Expected Utility Theory, indifference curves are linear in the MM triangles. Also, the more risk averse an individual is, the steeper her indifference curve, and therefore, the more likely she chooses the lottery positioned left from a given lottery pair.
risk attitudes in the Model Section: the more risk-averse a subject is, the less likely it is that she will choose to take the test. However, risk attitudes do not significantly affect sellers’ decisions in other treatments.

Similarly, I fit three specifications of linear regression models on bids in each treatment, which are reported in Table 1.9. The first three columns are models that include certification status as the only explanatory variable, and the results are consistent with the hypothesis tests and Conclusion 3. Then, I add the interaction term between period and the product type (the middle three columns), and the results show an increasing trend in the bids. Also, subjects learn to bid more on certified products in Treatments 2 (50%, $5) and 4 (50%, $3), while learning to bid more on non-certified products in all other treatments. I do not observe any coefficients to be significantly negative. This suggests generally increased competition among buyers. Except in Treatment 3 (25%, $5), there is no significant changes in bidding behavior due to risk attitudes after adding number of safe choices in the linear specification.

As robustness check, I also run regressions on the signaling and bidding behavior, pooling observations from all five treatments (Treatment 2 as the baseline, errors clustered at the subject level) and using four sets of explanatory variables. Tables B.4 and B.5 report the full regression results with controls on demographic variables. Most demographic variables do not have any significant effects in subjects’ behavior, with only a handful of exceptions.

35To directly test if these changes, I also report panel regressions on subjects bidding behavior separately for certified and non-certified products in Table 1.11, with 50%, $5 session as baseline and dummies for other treatments, and with errors clustered at the subject level.

36I calculate average bids of each subject in the first and last blocks of the experiment on certified products $B_C$, on non-certified products $B_{NC}$ and also on the bidding premium for certified products $B_{DIFF}$, and Table B.3 reports the means of these three variables in the first and last blocks of each treatment, as well as the differences between the two blocks. Within each treatment, I test for the differences on the distributions of these three variables between the first and last blocks using Wilcoxon Rank-Sum tests. Compared to their counterparts in the first block of experiments: average bids on certified products $B_C$ are significantly higher in the last blocks of all treatments; average bids on non-certified products $B_{NC}$ are also significantly higher in the last blocks of all treatments except for in Treatment 4; and the bidding premium $B_C - B_{NC}$ are higher in the last blocks of the treatments where pooling is unintuitive, all significant except for Treatment 1.

37A possible cause of this result is that when subjects make decisions in the lottery task, they already know their payoff from the first part of the experiment, so the changes in wealth level might lead to changes in risk attitude. The insignificance could also possibly be caused by the linear specification between bids and number of bids, and a structural model based on the optimal bidding function might be needed to look further into this matter.
Table 1.8: Panel Regression on Individual Signaling Behavior by Treatment

<table>
<thead>
<tr>
<th></th>
<th>75% Low</th>
<th>50% Low</th>
<th>25% Low</th>
<th>75% Low</th>
<th>50% Low</th>
<th>25% Low</th>
<th>75% Low</th>
<th>50% Low</th>
<th>25% Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>1=Signal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>4.283***</td>
<td>3.296***</td>
<td>2.579***</td>
<td>3.078***</td>
<td>2.337***</td>
<td>2.018***</td>
<td>3.008***</td>
<td>2.348***</td>
<td>2.021***</td>
</tr>
<tr>
<td>Period</td>
<td>-0.0245</td>
<td>-0.0248</td>
<td>-0.0353</td>
<td>-0.0240</td>
<td>-0.0245</td>
<td>-0.0353</td>
<td>-0.0240</td>
<td>-0.0245</td>
<td>-0.0353</td>
</tr>
<tr>
<td>High x Period</td>
<td>0.0822**</td>
<td>0.0624**</td>
<td>0.0358</td>
<td>0.0835**</td>
<td>0.0621**</td>
<td>0.0358</td>
<td>0.0835**</td>
<td>0.0621**</td>
<td>0.0358</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>-0.144***</td>
<td>-0.0792*</td>
<td>-0.0389</td>
<td>-0.144***</td>
<td>-0.0792*</td>
<td>-0.0389</td>
<td>-0.144***</td>
<td>-0.0792*</td>
<td>-0.0389</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.223***</td>
<td>-1.745***</td>
<td>-2.060***</td>
<td>-1.850***</td>
<td>-1.368***</td>
<td>-1.507***</td>
<td>-1.850***</td>
<td>-1.368***</td>
<td>-1.507***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1=Signal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>3.463***</td>
<td>3.296***</td>
<td>2.849***</td>
<td>2.438***</td>
<td>2.337***</td>
<td>2.497***</td>
<td>2.430***</td>
<td>2.348***</td>
<td>2.496***</td>
</tr>
<tr>
<td>Period</td>
<td>-0.0107</td>
<td>-0.0248</td>
<td>-0.0528*</td>
<td>-0.0109</td>
<td>-0.0245</td>
<td>-0.0528*</td>
<td>-0.0109</td>
<td>-0.0245</td>
<td>-0.0528*</td>
</tr>
<tr>
<td>High x Period</td>
<td>0.0686**</td>
<td>0.0624**</td>
<td>0.0269</td>
<td>0.0690**</td>
<td>0.0621**</td>
<td>0.0269</td>
<td>0.0690**</td>
<td>0.0621**</td>
<td>0.0269</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>0.0378</td>
<td>-0.0792*</td>
<td>0.0133</td>
<td>0.0378</td>
<td>-0.0792*</td>
<td>0.0133</td>
<td>0.0378</td>
<td>-0.0792*</td>
<td>0.0133</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.438***</td>
<td>-1.745***</td>
<td>-2.876***</td>
<td>-1.270***</td>
<td>-1.368***</td>
<td>-2.093***</td>
<td>-1.713***</td>
<td>-0.527</td>
<td>-2.237***</td>
</tr>
</tbody>
</table>

For each regression: Number of Observations 512, Number of Subjects 48

Robust Standard errors in parentheses, errors clustered at the subject level.

* ***p < 0.01, ** p < 0.05, * p < 0.1
Table 1.9: Panel Regression on Individual Bidding Behavior by Treatment

<table>
<thead>
<tr>
<th>Bids</th>
<th>Population Treatments</th>
<th>Cost Treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75% Low</td>
<td>50% Low</td>
</tr>
<tr>
<td>Period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certified x Period</td>
<td>0.0418</td>
<td>0.116***</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>0.0128</td>
<td>0.0175</td>
</tr>
<tr>
<td>Constant</td>
<td>8.355***</td>
<td>9.064***</td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td>(0.252)</td>
</tr>
<tr>
<td>Bids</td>
<td>$3</td>
<td>$5</td>
</tr>
<tr>
<td>Certified</td>
<td>10.05***</td>
<td>6.979***</td>
</tr>
<tr>
<td>Period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certified x Period</td>
<td>0.1115</td>
<td>0.0238</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>0.0273</td>
<td>0.0175</td>
</tr>
<tr>
<td></td>
<td>(0.158)</td>
<td>(0.252)</td>
</tr>
</tbody>
</table>

For each regression: Number of Observations 1024, Number of Subjects 48
Robust Standard errors in parentheses, errors clustered at the subject level.

***p < 0.01, **p < 0.05, *p < 0.1
### Table 1.10: Regression Analysis on Signaling Behavior

<table>
<thead>
<tr>
<th>Signal</th>
<th>Low Quality Products</th>
<th>High Quality Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Treatment 1 (75%, $5)</td>
<td>-0.254 (0.315)</td>
<td>-0.255 (0.318)</td>
</tr>
<tr>
<td>Treatment 3 (25%, $5)</td>
<td>0.0277 (0.326)</td>
<td>0.0278 (0.327)</td>
</tr>
<tr>
<td>Treatment 4 (50%, $3)</td>
<td>0.233 (0.290)</td>
<td>0.234 (0.291)</td>
</tr>
<tr>
<td>Treatment 5 (50%, $7)</td>
<td>-0.715** (0.352)</td>
<td>-0.718** (0.352)</td>
</tr>
<tr>
<td>Period</td>
<td>-0.0206*** (0.00733)</td>
<td>-0.0211*** (0.00717)</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>-0.0850** (0.0344)</td>
<td>0.00558 (0.0278)</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.600*** (0.209)</td>
<td>-1.272*** (0.235)</td>
</tr>
</tbody>
</table>

For each regression: Number of Observations: 1280

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

### Table 1.11: Regression Analysis on Bidding Behavior

<table>
<thead>
<tr>
<th>Bids</th>
<th>Non-Certified Products</th>
<th>Certified Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Treatment 1 (75%, $5)</td>
<td>-0.799*** (0.277)</td>
<td>-0.806*** (0.276)</td>
</tr>
<tr>
<td>Treatment 3 (25%, $5)</td>
<td>2.912*** (0.482)</td>
<td>2.908*** (0.480)</td>
</tr>
<tr>
<td>Treatment 4 (50%, $3)</td>
<td>-0.0157 (0.289)</td>
<td>-0.0184 (0.290)</td>
</tr>
<tr>
<td>Treatment 5 (50%, $7)</td>
<td>0.113 (0.334)</td>
<td>0.0800 (0.331)</td>
</tr>
<tr>
<td>Period</td>
<td>0.0479*** (0.00796)</td>
<td>0.0479*** (0.00796)</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>0.00764 (0.0282)</td>
<td>0.00764 (0.0282)</td>
</tr>
<tr>
<td>Constant</td>
<td>9.146*** (0.250)</td>
<td>8.372*** (0.299)</td>
</tr>
<tr>
<td>Observations</td>
<td>3,456</td>
<td>3,456</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.172</td>
<td>0.194</td>
</tr>
</tbody>
</table>

R-squared
Table 1.10 reports the regressions on signaling frequencies for low- and high-type sellers, respectively. The treatment effects are generally consistent with those found from the hypotheses tests and panel regressions on signaling behavior, whether or not we add period or the number of safe choices as control variables. In contrast to the panel regression results of each treatment, I find here that subjects learn to signal less often when they sell low-quality products, and I find no learning effects when they sell high-quality products. The coefficients of the risk attitudes variable suggest that more risk averse sellers signal less frequently when selling low type products, but not so when selling high type products.

Table 1.11 shows the regression results for bids on non-certified and certified products, respectively. The treatment effects are also consistent with the results from hypotheses tests and panel regressions. The coefficients of the period are significantly positive in all treatments and are greater for bids on certified products than on non-certified products. This is consistent with the finding from panel regressions that competition among buyers tends to increase as the experiment continues, and more so among buyers of certified products.

1.5 Concluding Remarks

In pursuing an education degree, people face different risks of dropout due to different abilities. Inspired by this observation, I developed a general signaling model by introducing type-dependent noises into a simplified Spence model. Previous research on stochastic signaling models commonly assumes homogeneous noises and relies on type-dependent costs to generate a separating equilibrium. In contrast, the current paper highlights the role of type-dependent noises in inducing separation, when signaling costs cannot be effectively differentiated between different types of senders.

Both the theoretical analysis and the experimental results have shown that, if the more desirable type of senders have better control over the signal-generating process, a separating equilibrium might exist, even if sending the signal is equally costly regardless of sender type. The paper also provide lab evidence that supports the effectiveness of the Cho-Kreps Intuitive criterion – in
treatments where pooling is unintuitive, I observe dramatically less pooling in both senders’ and receivers’ behavior. The paper also contributes to the literature on signaling experiments with the discussions and tests on how subjects’ risk preferences affect their strategies in stochastic signaling games.

Developed in the context of job market signaling, the paper aims to bring new insights to settle the contest between human capital and education signaling models in explaining wage differentials associated with higher education. If the risk of dropout weighs in on people’s enrollment decisions and can cause a similar self-selection process discussed by Spence, then we should pay due attention and gather data on this variable when we decompose the role of education in signaling and improving productivity. For instance, a testable hypothesis from the model is that, between two programs that offer similar curricula and training, we would expect graduates from the one with more stringent degree requirements to have a bigger premium on wages due to more significant signaling effects.

Admittedly, the simplicity of the model developed in the current paper allows for a cleaner test but also limits its applications in addressing more complex questions. To make the model more realistic, an interesting extension for future research would be to develop a dynamic model by breaking down the graduation process and examining the costs and dropout risks that students face each year. In a different vein, more experiments can be run to determine the effects of market institutions on equilibrium, specifically, on the level of product prices and the price premium of certified products.
CHAPTER 2

A BAYESIAN MIXTURE MODEL FOR DECISIONS UNDER RISK\(^1\)

2.1 Introduction and Literature Review

How do people make decisions under risk? This is an important question given the prevalence of risks in economic and social situations, and numerous studies are devoted to answer this question from different perspectives – how to collect the most informative data, what are the alternative models, and which models best characterize the behavior pattern revealed by the data. In the quest for the answer, the importance of allowing for heterogeneity in modeling individuals’ risk preferences and decision processes has become apparent. We apply the Bayesian Econometric methods to the structural estimation of individual risk preferences, and estimate a mixture of different decision models to allow for heterogeneity in preference types and response modes within a group of decision makers.

We focus on the analysis of experimental data, which is one of the most important data sources to shed light on this question. With carefully designed procedures, researchers recruit individuals into the laboratory, collect decision samples from them on decision problems that involve known risks, and then use statistical methods to infer the underlying decision processes that have generated the observed decisions. The risky situations that subjects face in the laboratory are induced by researchers, and therefore we have complete information on the parameters of the decision environment (probabilities, outcomes, etc); in contrast to experimental data, observational data

\(^1\) Coauthored with Dr. Glenn W. Harrison and Dr. Rusty Tchernis. I thank Dr. Glenn W. Harrison and Dr. Todd Swarthout for providing the observed data used in Section 2.5.
typically involves naturally occurring risks, leading to uncontrolled potential confounds. Apart from the benefit of allowing the researchers to know about the relevant decision parameters, the researchers can control what the decision makers know about the decision environment, and the researchers thus have knowledge on what the decision makers know in making these decisions. Finally, the decision tasks used in experiments targeted at inferring risk preferences are typically simple and non-interactive, which eliminates potential confounding of strategic or altruistic considerations in decisions.

We focus on the analysis of two popular theories, Expected Utility Theory (EUT) and Cumulative Prospect Theory (CPT), among the many contending theories on preferences under risks.\(^2\) EUT has been the standard decision theory under risk since formalized by Neumann and Morgenstern (1944) as a core component of game theory, and Schoemaker (1982) has provided a comprehensive review on the variants and early empirical evidence. One of the key assumptions underlying EUT, the Mixture Independence Axiom, has been under attack on the basis of choice anomalies reported by experimenters. In response, theorists have developed alternative preference theories to EUT in an effort to accommodate these stylized anomalies, as reviewed in Starmer (2000). Among the many alternative theories, one popular contender is CPT developed in Tversky and Kahneman (1992), which is based on the original Prospect Theory proposed by Kahneman and Tversky (1979). In contrast to EUT, CPT can accommodate phenomena of framing effects, loss aversion, likelihood insensitivity and pessimism/optimism, and has been widely applied.

Our focus is the statistical inference methods linking data and theories. In one direction, many theories are inspired by decision patterns revealed in experiments, and in the other direction, the validation of a theory also calls for a careful examination of how well it fits the experimental data. It seems intuitive that different people think and behave differently and therefore can be characterized by different decision models. Moreover, both EUT and CPT typically assume that individuals can have different risk preferences. It’s natural to expect some subjects to be better

characterized by EUT, and others by CPT. Rather than forcing one decision model to explain all subjects’ behavior, we need a mixture model to allow for the co-existence of different decision models generating the population data.

Allowing the observations to be generated by different decision models, three studies have used mixture modeling methods in the structural estimation of risk preferences. Harrison and Rutström (2009) estimate a mixture between EUT and the original Prospect Theory, and address individual heterogeneity within each theory by allowing preference parameters to be a linear function of demographics. Conte et al. (2011) estimate a mixture between EUT and Rank Dependent Utility (RDU), and adopt a random parameter approach to address heterogeneity within each decision type, as well as the mixing probability. Bruhin et al. (2010) use finite mixture methods to classify individuals into different decision modes (either EUT or RDU); similar to Wilcox (2008), they look into individual heterogeneity through subject and task specific noise specifications; in contrast to Harrison and Rutström (2009) and Conte et al. (2011), they do not allow parameters to differ across individuals. Another important distinction of Harrison and Rutström (2009) is that they assume each individual use both types of decision modes and switch between EUT and CPT across decisions, while the other two studies classify each subject as only using one type of decision mode in all decisions.

Extending these studies, we introduce Bayesian Econometric methods into the estimation. As the first step of the research project, we develop and test the Bayesian algorithms with pooled data (simulated or observed) in the current chapter. We specify parametric functionals for EUT and CPT, and estimate the parameters based on these specifications. To simplify, we assume there is no heterogeneity in the functionals or parameters within the same preference type. We base our analysis on the data and experiments reported in Harrison and Swarthout (2016), and use

---

3 It's also undeniable that subjects can also be characterized by other theories. However, we choose EUT and CPT as a starting point for the purpose of illustrating the statistical methods.

4 Mixture modeling has also been applied to the analysis of other types of experimental data since the 1990s: see El-Gamal and Grether (1995), Stahl and Wilson (1995), Haruvy et al. (2001), Hurley and Shogren (2005), and Bardsley and Moffatt (2007).

5 We explore the heterogeneity within the same type in a separate study, in which we take a Hierarchical Bayesian approach.
both simulated data and observed data. We use simulated data with known underlying preference functionals and parameters in order to test if our algorithms can recover the true parameters, and then we apply the algorithms to analyze the actual choice data from Harrison and Swarthout (2016).

We are not the first to apply Bayesian Econometric methods to the analysis of experimental data. Houser et al. (2004) uses Bayesian algorithms (Gibbs sampler) to classify subjects’ behavior in a complicated dynamic decision problem into one of three types of decision rules. Although the decision tasks are different, their inference task is similar to ours since the type of each subject is unknown, and the parameters that characterize each type are also unknown. As is pointed out by McLachlan and Peel (2000) which provided a modern survey of developments in mixture models, Maximum Likelihood Estimation (MLE) method can be problematic in this type of inference, since the likelihood tends to be ill-conditioned and have multiple local maxima, which makes the task of finding the global maximum relatively difficult. In contrast, Bayesian methods draw inferences free of the need to maximize the likelihood, and are “less sensitive to problems created by ill behaved likelihood surfaces (e.g., local maxima) than is ML.” (Houser et al. (2004; p.793)). Nilsson et al. (2011) is the most relevant to our study in terms of the experimental decision tasks: they focus on the estimation of individual risk preferences and take a Hierarchical Bayesian modeling approach. However, they restrict their analysis to fitting the data to CPT rather than a mixture model of different response modes.

Using the algorithms developed in the current chapter, we can continue the research project in two directions.

In the first direction, we estimate the mixture model for each individual based on her choice data, through which we can both acquire estimates on the preference parameter and naturally determine her preference type by examining the mixture probability. The joint estimation of many

---

6Murphy and ten Brincke (2017) also estimated a hierarchical model of CPT, but with a different estimation method, the “Hierarchical Maximum Likelihood Estimation” method, which uses a random coefficient approach estimated with the Maximum Simulated Likelihood method.

7A different approach to individual level structural estimation, illustrated by Hey and Orme (1994) and Harrison and Ng (2016), is to estimate non-mixture models for each subject, and then use either likelihood ratio tests or Akaike Information Criterion to determine which model better characterizes her decision type. This approach would be
parameters for each individual is enhanced by the use of Bayesian econometric methods, since the sample size we can collect from each individual is typically small,\(^8\) which can potentially lead to ill-conditioned likelihoods. With ill-conditioned likelihoods in the high dimensional parameter spaces, the search for the global maximum can be very difficult, or generate estimates that are simply unrealistic. With the Bayesian framework, we can solve the latter problem by including non-diffuse, informative priors: in estimating the parameters for each individual, we can use the population distributions of these parameters in the same subject pool as the prior distributions. Then we can apply algorithms to get representative samples from the posterior distributions of parameters, an approach that could potentially be more feasible than the global maximum searching algorithms that rely on derivatives, such as the Newton-Raphson (NR) algorithm. More appropriately, if we believe parameters might be differently distributed among different subgroups of the same subject pool, we may use the sub-population level parameter distributions conditioned on the individual’s observable characteristics as the prior for her estimation.

With appropriate priors as discussed above, if a subject’s decisions are very noisy the posteriors will mainly reflect the knowledge from the priors; if not, the posteriors will reflect a combination of the prior knowledge from population behavior and the information from individual choices. Compared to MLE, we expect this approach to generate more robust and realistic estimates, especially when a subject’s decisions are inherently quite noisy. Another advantage of Bayesian econometric method is that, while hypothesis tests on MLE estimates rely on the asymptotic properties of the estimators suitable for large samples, hypothesis tests on Bayesian estimates do not rely on such properties. For instance, if we are to test linearity of a subject’s utility function at the 90% confidence level, we will just need to find if the linear parameter value lies between the 5% and 95% quantiles of the posterior sample.

\(^8\)One can increase the number of decision tasks, but can presumably only do so to a limit without increasing decision noise. Experiments in which subjects make between 60 and 100 lottery choices, to facilitate individual-level estimation, are now common: see Harrison and Ng (2016) and Harrison and Swarthout (2016).
In the second direction, we use the Bayesian econometric framework to analyze two-stage experimental data, as illustrated by the design of experiments reported in the first chapter. To recap, the experiment has two stages: in the main stage, subjects play the signaling games, and in the preference elicitation stage, subjects complete binary lottery tasks. To extend the analysis, we hypothesize the underlying decision process with a structural decision model, and estimate its parameters for each subject based on her observed signaling decisions. In doing so, we will need to jointly estimate a subject’s risk preference and a noise parameter that measures the predictive power of the structural decision model. The number of signaling decisions are typically 8 or 16 for each subject, which makes the joint estimation difficult, and sometimes infeasible, for the same reasons as discussed above.

One solution is to simply substitute the point estimates of a subject’s risk preference parameter from her binary lottery choices in the structural signaling model, and estimate only the noise parameter. We propose a better solution: estimating the full distribution of risk preference parameters from binary lottery tasks, and use it as the prior in the estimation of the structural model on signaling decisions. We can then update this prior with the subject’s signaling decisions, which allows for the possibility that her risk preferences are related, but not identical, in the two stages. In contrast, the first solution fixes the risk preference parameter at the point estimate, and the validity of the estimation for the noise parameter implicitly rests on the assumption that her risk preferences are identical in these two stages. As the two-stage design is becoming a popular feature among recent experiments, the proposed solution can be used to address data analysis in these experiments similarly. For instance, Andersen et al. (2008) design experiments to jointly estimate time and risk preference, in which subjects respond to four risk aversion tasks and six discount rate tasks. In order to infer a subject’s discount rate from her decisions in the discount rate tasks, one needs to know her risk attitude. An application of the proposed solution would be to estimate a subject’s risk preference parameter from the risk aversion tasks, and use it as the prior in the joint estimation of risk preference and time discounting rate from the discount rate tasks.

9They undertake full joint estimation with pooled data, but not at the individual level. With a different design, and more choices per individual, they undertake joint estimation at the individual level in Andersen et al. (2014a).
In the next section we describe the decision tasks that are used to collect or simulate data for our analysis. In Section 2.3 we outline our specifications on the preference and decision models, describe the simulated data, and then derive the posterior distribution of the parameters. In Section 2.4 we introduce the Markov Chain Monte Carlo (MCMC) algorithms used to sample from the posterior and present the estimation results. In Section 2.5 we use the algorithms to estimate the mixture model using observed decision data from real subjects; and in Section 2.6 we draw some conclusions.

2.2 Data

There are many types of decision samples that experimenters can collect from subjects to infer their risk attitudes, as reviewed in Harrison and Rutström (2008) and Charness et al. (2013). We focus on Binary Lottery Tasks, where the experimenter presents each subject with series of lottery pairs, and each subject needs to choose from each pair of lotteries which lottery he or she prefers. We choose Binary Lottery Tasks because, when the lottery pairs are properly chosen, subjects’ responses to these tasks can be very informative for the purpose of the structural estimation of their risk preferences. We simulate subjects’ choices using the 100 lottery pairs in the experiments reported in Harrison and Swarthout (2016),10 which were themselves inspired by Loomes and Sugden (1998) and Conlisk (1989). Figure 2.1 presents these choice pairs in the Marschak-Machina (MM) triangle. Each lottery involves a maximum of three unique prizes that have positive probabilities and can be represented by a point in the probability space with three axes corresponding to the probabilities of prizes. The MM triangle is the projection of the probability space onto the plane spanned by the axes representing the probabilities of the best and worst prizes. Each MM triangle provides a context of three prizes, and two lotteries in each pair are connected with a straight line in the corresponding MM triangle. As an important design feature,

10Harrison and Swarthout (2016) used a different set of lottery pairs for undergraduate students and MBA students, by scaling up prizes for the latter. We are using the lottery pairs for undergraduate students.
lottery pairs are grouped in terms of the slopes of their connecting lines within their corresponding MM triangles in Figure 2.1: under EUT, indifference curves within the MM triangle are linear.

We summarize the many desirable features in the design of these lottery pairs here, to make the point that subjects’s choices (simulated or observed) in these tasks are informative about the underlying risk preferences and are suitable for the purpose of structural estimation to be performed. For an expanded discussion and numerical examples, see Harrison and Swarthout (2016; §1). In order to test for the validity of EUT, two pairs of lottery pairs have common consequences and allow us to observe the existence of Allais Paradox or the lack thereof (the first two panels in Figure 2.1). The other 96 lottery pairs can be categorized into 12 groups (the other 12 panels in Figure 2.1), and lotteries in each group have the same slope of the connecting lines within the same MM triangle, which allows us to test for Common Ratio effects. Moreover, there is a lot of variation in the slopes of the connecting lines across different groups of lottery pairs, which allows for powerful tests of EUT, irrespective of the risk attitudes of subjects under EUT (Loomes and Sugden (1998)). Harrison et al. (2007) refers to this design as a “complementary slack experimental design:” the risk attitude of a given EU subject is characterized by the slope of linear indifference curves in an MM triangle, so if we observe common ratio effects in one or two groups of lotteries, and if we attribute them to noises and conclude that the indifference curves of the subject might have a slope the same as (or close to) those of the lottery pairs in one group, then if we also observe common ratio effects in choices in other groups of lotteries that have quite different slopes, they are most likely due to deviations from EUT, not due to behavioral noises.

In order to estimate CPT, the lotteries in Harrison and Swarthout (2016) involve prizes both in the gain domain, the loss domain and the mixed domain. While some lotteries have prizes with positive probabilities only in the gain domain or only in the loss domain, many lottery pairs have them in both domains (referred to as mixed domain lotteries). Some lotteries lie on the boundaries of the MM triangles, which means one or two prizes are associated with zero probabilities; while other lotteries lie strictly in the interior, which means all three prizes represented in that triangle are associated with positive probabilities. Endowments are provided to cover possible losses.
when lotteries involve prizes in the loss domain with positive probabilities. Using the same 100 lottery pairs in the experiments conducted with undergraduate students, Harrison and Swarthout (2016) have two treatments on how they get the endowment: in some sessions subjects receive the endowments as “house money”, while in other sessions subjects need to earn the endowment by taking some quizzes before the lottery tasks. In section 2.5, we use their data only from the “house money” sessions.

There are many important methodological points that an experimenter needs to consider in implementing Binary Lottery Tasks, one of which is how to determine a subject’s payoff from her choices in all these tasks. Some payoff protocols, such as the widely used Random Lottery Incentive Method in which the experimenter randomly chooses one among all lotteries that a subject has chosen to play out and to determine her payoff, are theoretically incompatible with CPT and have been empirically proved to introduce interdependence in subjects’ decisions across tasks in Cox et al. (2015) and Harrison and Swarthout (2014). Notwithstanding these concerns, with some known preference parameters, we simulate subjects’ choices in which the decision in one task is generated independently of other tasks, and then estimate the decision models under the assumption that a subject truthfully reveals her preference in each lottery pair without any considerations of the other pairs.

2.3 Models

Suppose we have \( N \) subjects and every subject chooses a preferred lottery in each of the \( T \) lottery pairs, therefore we will have \( T \) observations for each subject. The two lotteries in each pair are labeled “left” or “right.” A lottery is a probability distribution \( \{ p_1 \ldots p_K \} \) on \( K \) prizes \( x_1 \geq \ldots \geq x_K \); some prizes are negative, which means subjects may lose money, therefore they will receive some house money endowment \( e \) in the beginning to cover possible losses. We

\[ \text{11}\text{Other considerations include whether to allow for the choice of indifference between the two lotteries, how to present the many lottery pairs to subjects, the order in which lottery pairs are presented, the interface for the lottery choices, whether to allow all subjects to have prior information on all the lottery pairs before making any choices.} \]

\[ \text{12}\text{The lottery pairs could be the same or different for all subjects. We used simulated and observed choices over the same 100 lottery pairs for each subject.} \]
consider two theories on how subjects evaluate the utilities they get from each lottery, EUT and CPT. We will first lay out the specifications of EUT and CPT, and then discuss the stochastic process of choices and derive the likelihood and posterior of the mixture model of these two models.

2.3.1 **Expected Utility Theory (EUT)**

In the evaluation of lottery prizes, assume individuals perfectly integrate the prizes with their endowments and behave as if they evaluate Constant Relative Risk Aversion (CRRA) utility functionals $u(e, x_k) = (e + x_k)^{(1-r)}/(1 - r)$ for any $k = 1, ..., K$. A lottery is evaluated by the weighted sum of utilities of prizes, with the weights being the objective probabilities associated with the prizes. Then, we have

\[
EU = \sum_{k=1}^{K} p_k \cdot \left( (e + x_k)^{(1-r)}/(1 - r) \right)
\]

The subject is assumed to select the lottery in a pair with the higher EU.

2.3.2 **Cumulative Prospect Theory (CPT)**

Kahneman and Tversky (1979) proposed the original version of prospect theory and later developed CPT in Tversky and Kahneman (1992) by incorporating the rank-dependent nature of probability weighting from Quiggin (1982). The key features of CPT are the sign-dependence in individuals’ evaluations of lottery prizes and their perceptions of objective probabilities. The first deviation of CPT from EUT is that, instead of perfect integration between prizes and endowments, individuals evaluate prizes as gains or losses from some assumed reference point.\(^{13}\) We assume that subjects use the received endowments $e$ as reference points, and we use the family of CRRA

\(^{13}\)While EUT typically assumes perfect asset integration, and CPT assumes no asset integration, Cox and Sadiraj (2006) generalized EUT by using utility functionals that allows for partial asset integration, which is the middle case between full and null asset integration.
utility functions as follows:

\[ U(x_k) = x_k^{1-\alpha}/(1-\alpha) \text{ if } x_k \geq 0 \]  
\[ U(x_k) = -\lambda \cdot (-x_k)^{1-\beta}/(1-\beta) \text{ if } x_k < 0 \]

where \( \lambda \) is the loss aversion parameter, and \( \alpha \) and \( \beta \) are the Arrow-Pratt measure of relative risk-aversion in the gain and loss domains, respectively.

Another deviation of CPT from EUT is that individuals sum over the utilities from prizes with the associated *decisions weights*, which may or may not be equal to the objective probabilities. We outline the calculation of decision weights using the approach provided by Wakker (2010). Define the *gain- and loss-ranks* of probabilities (ranking prizes from best to worst \( x_1 \geq ... \geq x_k \)):

\[
\begin{align*}
r(p_k) &= p_1 + p_2 + ... + p_{k-1} & \text{Gain-Rank of } p_k, \ k > 1 \\
l(p_k) &= p_K + p_{K-1} + ... + p_{k+1} & \text{Loss-Rank of } p_k, \ k < K \\
r(p_1) &= 0 & \text{Gain-Rank of } p_1 \\
l(p_K) &= 0 & \text{Loss-Rank of } p_K
\end{align*}
\]

We allow for different probability weighting functions on the gain-ranks and loss-ranks associated with prizes in the gain and loss domains. Assume the following inverse-S functionals for the probability weighting functions:

\[
\omega^+(p) = p^{\gamma^+}/(p^{\gamma^+} + (1 - p)^{\gamma^+})^{1/\gamma^+} \\
\omega^-(p) = p^{\gamma^-}/(p^{\gamma^-} + (1 - p)^{\gamma^-})^{1/\gamma^-}
\]

where \( \gamma^+ \) and \( \gamma^- \) are the probability weighting coefficients in the gain and loss domains, respectively.
For a gain-domain lottery, which only has positive prizes that are associated with positive probabilities, we rank the prizes from best to worst such that \( x_1 \geq \ldots \geq x_K \geq 0 \). We apply the probability weighting function to the \textit{gain-ranks} of the probabilities, and then find the decision weight for each prize at its rank:

\[
\pi(x_1) = \omega^+(p_1) \\
\pi(x_2) = \omega^+(p_1 + p_2) - \omega^+(p_1) \\
\vdots \\
\pi(x_K) = \omega^+(1) - \omega^+(p_1 + \ldots + p_{K-1})
\]

The cumulative prospective utility (\( CPU^+ \)) from playing this gain-domain lottery is then

\[
CPU^+ = \sum_{k=1}^{K} \pi(p_k)U(x_k) = \sum_{k=1}^{K} \pi(p_k) \cdot (x_k^{1-\alpha}/(1-\alpha))
\]

For a loss-domain lottery, which only has negative prizes that are associated with positive probabilities, we rank the prizes from best to worst such that \( 0 \geq x_1 \geq \ldots \geq x_K \). We apply the probability weighting function to the \textit{loss-ranks} of the probabilities, and then we calculate the decision weights as follows \(^{14}\)

\[
\pi(x_K) = \omega^- (p_K) \\
\pi(x_{K-1}) = \omega^- (p_K + p_{K-1}) - \omega^- (p_K) \\
\vdots \\
\pi(x_1) = \omega^- (1) - \omega^- (p_K + \ldots + p_2)
\]

\(^{14}\)Here we index the \textit{ranking of prizes} the same as what we did in the gain-domain, and apply the probability weighting function to the loss-ranks of the probabilities starting with prize \( x_K \). Equivalently, as in Harrison and Swarthout (2016), one can index the prizes from the worst to the best such that \( x_1 \leq \ldots \leq x_K \leq 0 \) and then apply the probability weighting functions starting with \( x_1 \). The two ways are mathematically identical – both are applying the probability weighting functions to loss-ranks of probabilities associated with losses.
The cumulative prospective utility ($CPU^−$) from playing this loss-domain lottery is then

\[
CPU^− = \sum_{k=1}^{K} \pi(p_k)U(x_k) = \sum_{k=1}^{K} \pi(p_k) \cdot \left(-\lambda(-x_k)^{1-\beta}/(1-\beta)\right)
\]

For a mixed-domain lottery, we rank the prizes with respect to 0 so that we have $x_1 \geq \ldots \geq x_k \geq 0 \geq x_{k+1} \geq \ldots \geq x_K$, and then parse the mixed-domain lottery into a gain-domain lottery $\{x_1, p_1; \ldots; x_k, p_k; 0, p_{k+1} + \ldots + p_K\}$ and a loss-domain lottery $\{0, p_1 + \ldots + p_k; x_{k+1}, p_{k+1}; \ldots; x_K, p_K\}$. We calculate the utilities from these two lotteries respectively, using the methods listed above:

The Gain-Domain Lottery:

\[
\pi^+(x_1) = \omega^+(p_1)
\]

\[
\pi^+(x_2) = \omega^+(p_1 + p_2) - \omega^+(p_1)
\]

\[\ldots\]

\[
\pi^+(x_k) = \omega^+(p_1 + \ldots + p_k) - \omega^+(p_1 + \ldots + p_{k-1})
\]

\[
CPU^+ = \sum_{j=1}^{k} \pi^+(p_j)U(x_j) + \pi^+(0)U(0)
\]

\[
= \sum_{j=1}^{k} \pi^+(p_j) \cdot \left(x_j^{1-\alpha}/(1-\alpha)\right)
\]

The Loss-Domain Lottery:

\[
\pi^−(x_K) = \omega^−(p_K)
\]

\[
\pi^−(x_{K-1}) = \omega^−(p_K + p_{K-1}) - \omega^−(p_K)
\]

\[\ldots\]

\[
\pi^−(x_{k+1}) = \omega^−(p_K + \ldots + p_{k+1} + p_{k+2}) - \omega^−(p_K + \ldots + p_{k+2})
\]

\[
CPU^− = \sum_{j=k+1}^{K} \pi^−(p_j)U(x_j) + \pi^−(0)U(0)
\]

\[
= \sum_{j=k+1}^{K} \pi^−(p_j) \cdot \left(-\lambda(-x_j)^{1-\beta}/(1-\beta)\right)
\]

The utility of the mixed-domain lottery is the sum of the utilities from the parsed gain-domain lottery and the parsed loss-domain lottery:

\[
CPU = CPU^+ + CPU^− = \sum_{j=1}^{k} \pi^+(p_j) \cdot \left(x_j^{1-\alpha}/(1-\alpha)\right) + \sum_{j=k+1}^{K} \pi^−(p_j) \cdot \left(-\lambda(-x_j)^{1-\beta}/(1-\beta)\right)
\]

While the idea of loss aversion is simply “losses loom larger than gains” (Kahneman and Tversky (1979; p.279)), the formal definition or measure of loss aversion are not agreed upon in the literature. Abdellaoui et al. (2007) summarized the popular definitions and estimation methods
used in the literature to identify utility loss aversion\textsuperscript{15} and Harrison and Swarthout (2016; §2.E) provided a critical review. Following Wakker (2010), when evaluating lottery prizes within CPT, we differentiate between the role of utility loss aversion $\lambda$ and the role of basic utility $u(x_k)$, and refer to $U(x_k)$ in (2.1a) and (2.1b) as the overall utility. Therefore, we have $U(x_k) = u(x_k)$ if $x_k \geq 0$ and $U(x_k) = \lambda u(x_k)$ if $x_k < 0$, where $u(x_k)$ is specified as

\begin{align}
    u(x_k) &= x_k^{1-\alpha}/(1-\alpha) \text{ if } x_k \geq 0 \tag{2.2a} \\
    u(x_k) &= -(-x_k)^{1-\beta}/(1-\beta) \text{ if } x_k < 0 \tag{2.2b}
\end{align}

Based on this differentiation, we define utility loss aversion as $\lambda \equiv -U(-1)/U(1)$ following Tversky and Kahneman (1992).\textsuperscript{16} Note this definition requires a scaling convention such that $u(1) = 1$ and $u(-1) = -1$, which was implicitly done in Tversky and Kahneman (1992) since they chose $u(x_k) = x_k^{\alpha}$ and $u(-x_k) = -(x_k)^{\beta}$. Under this definition, we use the same identification strategy as Harrison and Swarthout (2016; p.21): “[...] the empirical strategy is to evaluate estimates of $\alpha$ and $\beta$, and then infer $\lambda$ by evaluating the implied utility functions at $\pm 1$. Estimates of all three parameters are then used, along with estimated decision weights, to evaluate each lottery [...]”

### 2.3.3 Stochastically Linking Theory to Choices

Looking at a single pair of lotteries, we have outlined two distinct ways of evaluating each lottery in the pair, which we refer to as the deterministic component in the decision process.\textsuperscript{17}

Turning to the stochastic component of the decision process, assume subjects compare the two

\textsuperscript{15}The name utility loss aversion is used to differentiate with the probabilistic loss aversion. The latter can be generated by different probability weighting functions in the gain and loss domains. For example, an individual exhibits probabilistic loss aversion if she has probability neutrality for gains and probability pessimism for losses.

\textsuperscript{16}Examples of other definitions of loss aversion, as reviewed in Abdellaoui et al. (2007), include the ratio of the directional derivatives of overall utility at the reference point at the reference point $U'_+(0)/U'_-(0)$, and the ratio between overall utility loss and overall utility gain at a different unit of monetary or non-monetary payoffs $-U(-x)/U(x)$.

\textsuperscript{17}Referring to the evaluations of lotteries as the “deterministic component” in the decision process reflects the view that preferences are fixed while choices are noisy. Another view is that preferences are inherently random (examples include the random utility theory discussed in Becker et al. (1963) and its generalization in Loomes and Sugden (1995)).
lotteries by taking the differences between the utilities of the two lotteries \( \nabla V = (V_L - V_R)/\mu \), where \( V \) represents either EU or CPU as calculated above and \( \mu \) represents a behavioral error parameter popularized by Hey and Orme (1994) and originally due to Fechner. A greater \( \mu \) indicates a higher level of noises in decision making.

We assume a logistic link between the observed choices and the difference between the utilities of the two lotteries in a pair. Let \( y = 1 \) represent choosing the left lottery in each pair, then\(^{18}\)

\[
\text{Prob}(y = 1) = G(\nabla V) = \frac{\exp(\nabla V)}{1 + \exp(\nabla V)}
\]

or

\[
y \sim \text{Bernoulli}\left(\frac{\exp(\nabla V)}{1 + \exp(\nabla V)}\right)
\]

2.3.4 Simulated Choices

We simulate 177 subjects’ choices over the 100 lottery pairs using the decision processes described above, then we develop Bayesian algorithms to recover the preference parameters from these simulated choices and compare the estimates to the known, true parameters. In the simulation, instead of assuming all subjects are EUT or CPT, we assume they are a mixture of EUT and CPT types: 109 of the simulated subjects (approximately 60%) are characterized by EUT, while the others 68 (approximately 40%) are characterized by CPT. We use \( \rho \) to represent the mixture weight of EUT type in all 177 subjects. We assume subjects do not switch between the EUT and CPT types over all 100 lottery tasks, while providing a discussion on the estimation under the assumption that subjects do switch between the two types in Appendix E. The mixture weight,\(^{18}\)

\[\text{Other ways to define the link include the Probit link with Prob}(y = 1) = \Phi(\nabla V), \text{ where } \Phi() \text{ is the cumulative distribution function of a standard normal distribution, and the ratio link which, instead of taking differences in the utility, assumes } y \sim \text{Bernoulli}\left(\frac{V_L^{1/\mu}}{V_L^{1/\mu} + V_R^{1/\mu}}\right).\]
preferences parameters for EUT subjects and for CPT subjects are summarized as follows:

Percentage of EUT Subjects: $\rho = 0.6$

EUT CRRA: $r = 0.3$

EUT Noise: $\mu_{EUT} = 2$

CPT Gain-Domain CRRA: $\alpha = 0.1$

CPT Loss-Domain CRRA: $\beta = 0.5$

CPT Loss Aversion Parameter: $\lambda = 1.8$

CPT Gain-Domain Weighting Function: $\gamma^t = 0.8$

CPT Gain-Domain Weighting Function: $\gamma^- = 0.6$

CPT Noise: $\mu_{CPT} = 2$

2.4 Bayesian Models and Algorithms

In this section we derive the joint posterior of the parameters, describe two MCMC algorithms to sample from the posterior and report the results based on the simulated dataset described in the previous section.

Assume the behavioral noises are identically and independently distributed for all subjects and decisions. Collect all decisions of an arbitrary subject $i$ in $y_i = (y_{i1}, \ldots, y_{i100})$, and collect all parameters in $\theta = (\rho, r, \mu_{EUT}, \alpha, \beta, \lambda, \gamma^t, \gamma^-, \mu_{CPT})$. Under the assumption that a subject uses one decision mode for all decisions, the likelihood of observing $y_i$ is

$$
p(y_i|\theta) = \rho \prod_{t=1}^{100} \left[ G(\nabla EU_{it})^{y_{it}} \times (1 - G(\nabla EU_{it}))^{1 - y_{it}} \right] + (1 - \rho) \prod_{t=1}^{100} \left[ G(\nabla CPU_{it})^{y_{it}} \times (1 - G(\nabla CPU_{it}))^{1 - y_{it}} \right]
$$
The likelihood of observing all subjects’ decisions \( y = \{y_1, \cdots, y_{177}\} \) is

\[
p(y|\theta) = \prod_{i=1}^{177} p(y_i|\theta)
\]

Assume parameters are independently distributed in the prior distribution, so the joint prior takes the form \( p(\theta) = p(\rho)p(r)p(\mu_{EUT})p(\alpha)p(\beta)p(\gamma^+ p(\gamma^- p(\mu_{CPT}) \). Specify non-informative marginal prior for each parameter as

\[
(\rho, 1-\rho) \sim D(1, 1), \ r \sim N(0, 100), \quad (2.3a)
\]

\[
\alpha \sim N(0, 100), \ \beta \sim N(0, 100), \quad (2.3b)
\]

\[
\gamma^+ \sim N(0, 100), \ \gamma^- \sim N(0, 10), \quad (2.3c)
\]

\[
\mu_{EUT} \sim \text{Uniform}(0, 100), \ \mu_{CPT} \sim \text{Uniform}(0, 100) \quad (2.3d)
\]

where \( D \) represents the Dirichlet distribution and \( N \) the Normal distribution.

Combining prior with likelihood we have posterior distribution \( p(\theta|y) \propto p(y|\theta)p(\theta) \). Using MATLAB we write several MCMC algorithms to sample from this posterior. We describe these algorithms and present the results in the rest of this section.

### 2.4.1 The Metropolis Hastings (MH) Algorithms

This is a basic application of the MH algorithm developed by Metropolis et al. (1953). Use \( \theta \) to represent a vector of arbitrary parameters. Then the \( n^{th} \) iteration of the algorithm is as follows:

(1) Propose candidate draws of \( \theta \) using \( \theta^{(c)} = \theta^{(m-1)} + \varepsilon, \ \varepsilon \sim N(0,c) \) where \( c \) is the proposal step constant. \(^{19}\)

(2) Accept the candidate draws with probability \( \max\left\{ \frac{p(y|\theta^{(c)})p(\theta^{(c)})}{p(y|\theta^{(m-1)})p(\theta^{(m-1)})}, 1 \right\} \)

We developed three variations of this MH algorithms. In the first variation candidate draws of all parameters are proposed simultaneously and independently in step (1) and the posterior

\(^{19}\)In the algorithm \( c \) is adjusted every 10 iterations to ensure the optimal acceptance rate as proposed by Gelman et al. (1996).
is evaluated at all candidate parameters to determine the acceptance probability; in the second variation parameters are partitioned into three blocks \( \{\rho\}, \{r, \mu_{EUT}\}, \{\alpha, \beta, \lambda^+, \gamma^-, \mu_{CPT}\}\), candidate draws are proposed one block at a time, and are accepted based on the conditional posterior distribution of each block; in the third variation candidate draw is proposed for each individual parameter at a time, and is accepted based on the conditional posterior of each individual parameter. The second and third variations are essentially a combination of Gibbs sampler and MH algorithms.

After comparing the convergence quality of the three variations of MH algorithms, we find that the third variation has the best convergence and yields posterior samples with the lowest autocorrelations.\(^{20}\) We tested the three variations with randomly drawn starting values of the parameters and find that the first two variations fail to converge when the starting values are very far from the true parameters and yield a very low posterior probability density, while the third variation almost always converges. Therefore, we only report the results of posterior samples using the third variation of this algorithm. Figure 2.2 displays the trace plot of the posterior sample for each parameter, which is the time-series plot with the values of parameter draws on the y-axis and the corresponding iterations on the x-axis. Figure 2.3 displays the histograms of posterior samples after burn-in, that is, we only use the posterior draws after the MCMC chains converge (burn in). Figure 2.4 displays the lag-\(k\) autocorrelations of each posterior sample from \(k = 1\) up to \(k = 40\), where the lag-\(k\) autocorrelation of an MCMC sample is the correlation coefficient between the two draws that are \(k\) iterations apart in the sample.

2.4.2 The MH Algorithm with Data Augmentation for Allocations

Let \(S_i\) represent the allocation of subject \(i\) to EUT (\(S_i = 1\)) or CPT (\(S_i = 0\)) type, and collect allocations for all subjects in \(S = \{S_1, \cdots, S_{177}\}\). This algorithm samples the allocations from the

\(^{20}\)Autocorrelation is an important measure of the efficiency of an MCMC algorithm: the lower the autocorrelation, the greater the amount of information contained in a given number of draws from the posterior (greater efficiency). For an arbitrary parameter \(\theta\) and the posterior sample \(\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(n)}\), the lag-\(k\) autocorrelation is the correlation coefficient between \(\theta^{(x)}\) and \(\theta^{(x+k)}\).
conditional posterior distribution \( p(S|y, \theta) \), and then uses MH algorithm to sample the parameters from \( p(\theta|S, y) \).\textsuperscript{21}

Collect relevant parameters for EUT and CPT types respectively in \( \theta_{EUT} = (r, \mu_{EUT}) \) and \( \theta_{CPT} = (\alpha, \beta, \lambda, \gamma^+, \gamma^-, \mu_{CPT}) \), then we have \( \theta = (\rho, \theta_{EUT}, \theta_{CPT}) \). First, establish for later use, the likelihood of observing a subject’s decision \( y_i \) given that she is an EUT type is:

\[
p(y_i|S_i = 1, \theta) = p(y_i|\theta_{EUT}) = \prod_{t=1}^{100} G(\nabla EU_{it})^{y_{it}} \cdot (1 - G(\nabla EU_{it}))^{1-y_{it}}
\]

The likelihood of observing \( y_i \) given that she is a CPT type is

\[
p(y_i|S_i = 0, \theta) = p(y_i|\theta_{CPT}) = \prod_{t=1}^{100} G(\nabla CPU_{it})^{y_{it}} \cdot (1 - G(\nabla CPU_{it}))^{1-y_{it}}
\]

This algorithm starts with some initial value of \( \theta^{(0)} = \{\rho^{(0)}, r^{(0)}, \mu^{(0)}_{EUT}, \alpha^{(0)}, \beta^{(0)}, \lambda^{(0)}, \gamma^{(0)+}, \gamma^{(0)-}, \mu^{(0)}_{EUT}\} \), and the \( m^{th} \) iteration is:

1. Sample allocation \( S_i^{(m)} \) from \( p(S_i|y_i, \theta^{(m-1)}) \):

\[
Pr(S_i = 1|y_i, \theta^{(m-1)}) \propto p(y_i|S_i = 1, \theta^{(m-1)}) Pr(S_i = 1|\theta^{(m-1)})
= p(y_i|\theta_{EUT}^{(m-1)}) \rho^{(m-1)}
\]

\[
Pr(S_i = 0|y_i, \theta^{(m-1)}) \propto p(y_i|S_i = 0, \theta^{(m-1)}) Pr(S_i = 0|\theta^{(m-1)})
= p(y_i|\theta_{CPT}^{(m-1)}) (1 - \rho^{(m-1)})
\]

\( S_i \sim \text{Bernoulli}\left( \frac{Pr(S_i = 1|y_i, \theta^{(m-1)})}{Pr(S_i = 1|y_i, \theta^{(m-1)}) + Pr(S_i = 0|y_i, \theta^{(m-1)})} \right) \)

\textsuperscript{21}This is an application of the algorithm introduced in Chapter 3 of Frühwirth-Schnatter (2006), and is similar to the algorithms used in Houser et al. (2004).
Collect the allocations for all the subjects in $S^{(m)} = \{S_1^{(m)}, \ldots, S_{177}^{(m)}\}$.\(^{22}\)

(2) Sample parameters $\theta^{(m)}$ from $p(\theta^{(m)}|y, S^{(m)})$:

\[
p(y, S|\theta) = \prod_{i=1}^{177} p(y_i|S_i, \theta)p(S_i|\theta)
\]

\[
= \prod_{i:S_i=1} \left( \rho \cdot p(y_i|\theta_{EUT}) \right) \times \prod_{i:S_i=0} \left( (1 - \rho) \cdot p(y_i|\theta_{CPT}) \right)
\]

\[
= \prod_{i:S_i=1} p(y_i|\theta_{EUT}) \times \prod_{i:S_i=0} p(y_i|\theta_{CPT}) \times \rho^{N_1}(1 - \rho)^{N_0}
\]

The superscripts for iteration are dropped for a cleaner look. $N_1$ is the number of subjects classified as EUT, and $N_0$ is the number of subjects classified as CPT from step (1). Under the assumption that parameters are independently distributed in their prior distribution, we have

\[
p(\theta|y, S) \propto p(y, S|\theta)p(\theta)
\]

\[
= \prod_{i:S_i=1} p(y_i|\theta_{EUT}) \cdot p(\theta_{EUT}) \times \prod_{i:S_i=0} p(y_i|\theta_{CPT}) \cdot p(\theta_{CPT}) \times \rho^{N_1}(1 - \rho)^{N_0} \cdot p(\rho)
\]

Therefore, in step (2) of the $m^{th}$ iteration, we can separately sample $\theta_{EUT}$, $\theta_{CPT}$ and $\rho$ from their respective posteriors. For the parameters within each type $\theta_{EUT}$ and $\theta_{CPT}$, we use the MH algorithm with proposing functions:

\[\theta_{EUT}^{(c)} = \theta_{EUT}^{(m-1)} + \epsilon_{EUT}, \epsilon_{EUT} \sim N(0, \sigma_{EUT})\]

\(^{22}\)Note the complete posterior distribution of $S_i$ should be

\[
p(S_i|y_i, \theta) = \frac{p(S_i, y_i, \theta)}{p(y_i, \theta)} = \frac{p(y_i|S_i, \theta)p(S_i|\theta)}{p(y_i, \theta)}
\]

\[
= \frac{p(y_i|S_i, \theta)p(S_i|\theta)p(\theta)}{p(y_i, \theta)} \propto p(y_i|S_i, \theta)p(S_i|\theta)
\]
\[ \theta_{CPT}^{(c)} = \theta_{CPT}^{(m-1)} + \epsilon_{CPT}, \epsilon_{CPT} \sim N(0, \sigma_{CPT}) \]

The step constants \( c_{EUT} \) and \( c_{CPT} \) are independently adjusted every 10 iterations to ensure good acceptance rates.

We can directly sample \( \rho \) from its posterior distribution, since we use a Dirichlet prior for this parameter which is conjugate to the binomial likelihood of allocations \( p(S|\rho) = \rho^{N_1}(1-\rho)^{N_0} \).

Specify the Dirichlet prior as \( (\rho, 1-\rho) \sim \mathcal{D}(e_{0,1}, e_{0,2}) \), hence the posterior will be \( (\rho, 1-\rho|S) \sim \mathcal{D}(e_1(S), e_2(S)) \) where

\[ e_1(S) = e_{0,1} + N_1, \quad e_2(S) = e_{0,2} + N_0 \]

The mixture model can be treated as an missing data problem, where the missing data is the preference type of each subject. This algorithm samples the missing allocation of each subject to EUT or CPT in step (1) conditional on the last draws of preference parameters and mixture probability, a technique that is commonly referred to as data augmentation. The benefit of data augmentation on the allocations (label augmentation) is that after categorizing each subject as either EUT or CPT type, the joint posterior distribution can be separated into three independent marginal posterior distributions as shown in step (2), which tends to make the MCMC chain converges faster and the algorithm more efficient. In addition, the marginal posterior of mixture probability \( \rho \) has a closed form after we augment the allocations when we use the conjugate Dirichlet prior, which makes the algorithms more efficient as well. Apart from the considerations of efficiency, another minor advantage of this algorithm is that the type of each subject as EUT or CPT can be acquired as a by product from step (1) of the estimation.

We also have two variants on the algorithm introduced above. In one variation the EUT or CPT parameters are updated in one MH step, while in the second variation each parameter is updated individually from its conditional posterior distribution. Between these two algorithms, we also find the individually updated variation has better convergence quality and the samples have lower autocorrelation. The trace plots of the samples from the second variant of this algorithm
are graphed in Figure 2.5, the histograms after burn-in in are graphed in Figure 2.6, and the autocorrelation plot in Figure 2.7.

Comparing the algorithms with or without label augmentations, the convergence quality seem to be equally good. The sample means and standard deviations are very similar between the two types of algorithms. Table 2.1 reports the means, standard deviations, 5% quantile and 95% quantile of the posterior samples from both algorithms, and lists true values of these parameters in the first column as reference for comparison. The 5% and 95% quantiles can be thought of as the lower and upper bound of the 90% confidence intervals. Observing that the true values indeed fall within the 90% confidence interval, we conclude that we are successful in recovering the true parameters.

Table 2.1: Comparison between True Parameters and Bayesian Estimation Results

<table>
<thead>
<tr>
<th>Parameters</th>
<th>True Values</th>
<th>Metropolis Hasting Without Label Augmentation</th>
<th>Metropolis Hasting With Label Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>0.6</td>
<td>Mean 0.615 S.D. 0.035 5% Quantile 0.557</td>
<td>Mean 0.614 S.D. 0.036 5% Quantile 0.554</td>
</tr>
<tr>
<td>r</td>
<td>0.3</td>
<td>Mean 0.310 S.D. 0.009 5% Quantile 0.295</td>
<td>Mean 0.309 S.D. 0.009 5% Quantile 0.294</td>
</tr>
<tr>
<td>μEUT</td>
<td>2.0</td>
<td>Mean 1.978 S.D. 0.072 5% Quantile 1.860</td>
<td>Mean 1.983 S.D. 0.074 5% Quantile 1.865</td>
</tr>
<tr>
<td>σ</td>
<td>0.1</td>
<td>Mean 0.101 S.D. 0.011 5% Quantile 0.082</td>
<td>Mean 0.100 S.D. 0.012 5% Quantile 0.081</td>
</tr>
<tr>
<td>β</td>
<td>0.5</td>
<td>Mean 0.515 S.D. 0.028 5% Quantile 0.468</td>
<td>Mean 0.518 S.D. 0.028 5% Quantile 0.472</td>
</tr>
<tr>
<td>λ</td>
<td>1.8</td>
<td>Mean 1.860 S.D. 0.114 5% Quantile 1.679</td>
<td>Mean 1.872 S.D. 0.114 5% Quantile 1.698</td>
</tr>
<tr>
<td>γ'</td>
<td>0.8</td>
<td>Mean 0.806 S.D. 0.011 5% Quantile 0.789</td>
<td>Mean 0.805 S.D. 0.011 5% Quantile 0.787</td>
</tr>
<tr>
<td>γ</td>
<td>0.6</td>
<td>Mean 0.595 S.D. 0.018 5% Quantile 0.563</td>
<td>Mean 0.594 S.D. 0.018 5% Quantile 0.563</td>
</tr>
<tr>
<td>μCPT</td>
<td>2.0</td>
<td>Mean 2.021 S.D. 0.106 5% Quantile 1.858</td>
<td>Mean 2.032 S.D. 0.107 5% Quantile 1.860</td>
</tr>
</tbody>
</table>

2.5 Applications to Observed Data

We now report results based on the observed subject choices rather than the simulated choices. The observed data refers to the data collected in the experiments reported by Harrison and Swarthout (2016), in which 177 recruited subjects make decisions over the same 100 lottery pairs as in the simulation data. After all decisions are made, one of the decisions was randomly chosen to deter-
mine subjects’ payoffs from the experiment. We apply the algorithms introduced in Section 2.4 under the assumption that subjects do not switch between being an EUT or CPT type and with the same non-informative priors as in Section 2.4. The trace plots, histograms and autocorrelation plots are reported in Figures 2.9, 2.10 and 2.11, respectively. Summary statistics are reported in Table 2.2.

We find that 56.5% subjects can be categorized as the EUT type. Among the EUT types, we find moderate risk aversion with $r = 0.640$. Turning to the CPT types, we have graphed the estimated utility and probability weighting functions in Figure 2.8. We find that subjects tend to overestimate probabilities associated with extreme outcomes in both gain and loss domains, but the overweighting is more prominent in the gain domain than in the loss domain. Turn to the basic utility $u(x)$: in the gain domain, $u(x)$ is practically linear, and in the loss domain, $u(x)$ is slightly convex. Although the absence of utility loss aversion can be rejected at the 90% confidence level since $\lambda = 1$ is below the 5% quantile of the posterior sample, the average of the posterior sample for $\lambda$ is very close to 1.

However, considering that we only estimated a mixture model of EUT and CPT with one set of functionals, and that we assumed away individual heterogeneity within each preference type, the results reported here should not be interpreted as our final conclusion on what best characterize the data sample.
Table 2.2: Bayesian Estimation Results Using Observed Subject Choices

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean</th>
<th>S.D.</th>
<th>5% Quantile</th>
<th>95% Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.565</td>
<td>0.040</td>
<td>0.500</td>
<td>0.631</td>
</tr>
<tr>
<td>$r$</td>
<td>0.640</td>
<td>0.008</td>
<td>0.627</td>
<td>0.654</td>
</tr>
<tr>
<td>$\mu_{EUT}$</td>
<td>1.206</td>
<td>0.035</td>
<td>1.149</td>
<td>1.265</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.037</td>
<td>0.029</td>
<td>-0.010</td>
<td>0.083</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.138</td>
<td>0.031</td>
<td>0.086</td>
<td>0.190</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1.118</td>
<td>0.043</td>
<td>1.055</td>
<td>1.193</td>
</tr>
<tr>
<td>$\gamma^+$</td>
<td>0.690</td>
<td>0.017</td>
<td>0.661</td>
<td>0.719</td>
</tr>
<tr>
<td>$\gamma^-$</td>
<td>0.903</td>
<td>0.056</td>
<td>0.820</td>
<td>1.001</td>
</tr>
<tr>
<td>$\mu_{CPT}$</td>
<td>6.068</td>
<td>0.625</td>
<td>5.141</td>
<td>7.155</td>
</tr>
</tbody>
</table>

Figure 2.8: CPT Estimates Using Observed Subject Choices
2.6 Concluding Remarks and Future Plans

As the ultimate goal of the planned research project, we apply Bayesian econometric methods to address potential problems due to small sample size in the individual level analysis of subjects’ risk preferences. As the first step, we apply Bayesian Econometric methods to the structural estimation of a mixture model of individual preferences under risks using pooled data in the current paper. We develop several MCMC algorithms to sample from the posterior distributions of the mixture model parameters and compare their efficiencies. In order to evaluate the algorithms, we first apply them to simulated data and find that two variants of the algorithms can successfully and efficiently recover the known, true parameters that are used to generate the stimulated data. We pay special attention to the technique of label augmentation and compare the algorithms with and without this technique. Although convergences are equally good between the two types of algorithms, the algorithms with label augmentation are still appealing as the type of each simulated subject can be acquired as a byproduct of the estimation.

We also apply the algorithms to the analysis of the observed data collected in the experiments of Harrison and Swarthout (2016). The results indicate that 56.5% subjects can be categorized as consistent with EUT. Similar to the results in the literature, the EUT type subjects exhibit moderate risk aversion, and the CPT type subjects overweight probabilities of extreme outcomes (the inverse-S shaped probability weighting functions in both gain- and loss-domains). In contrast to the evidences in the literature, the CPT type subjects exhibit very mild utility loss aversion. However, we are aware of the limitations of these results as we did not consider individual heterogeneity on preference parameters within each type. Also, we only estimated a mixture of EUT and CPT and did not explore mixtures of other preference models, and therefore have not undertaken a thorough model comparison across different models as in Harrison and Swarthout (2016).

For the next steps, we are going to expand our analysis on the observed data. As outlined in the introduction of the project, we also plan to address the issue of within-type heterogeneity and recover preference parameters at the individual level. We will do so by estimating the mixture model using a Hierarchical Bayesian modeling approach. We will refrain from the simplifying
assumption that subjects of the same preference type have the same parameters, and assume they have different parameters which follow some probability distribution. If we estimate for each individual independently, without imposing a distribution over the parameters, due to the small sample of choice data we get for each subject and the high dimensionality of the parameter space, we expect to get very noisy estimates or even fail to get any estimates. The hierarchical structure introduces dependence of preference parameters across subjects, which we hope will help reduce the noise in the estimates and improve the quality of inference.
Figure 2.1: Lottery Pairs in Marschak-Machina Triangles
The mean and standard deviation for each chain (after burn in) are noted above each graph.

In Figures 2.2, 2.3 and 2.4: Assume subjects do not switch between EUT and CPT in data simulation and in the estimation.
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Figure 2.3: Histograms of MH Samples Based on Simulated Observations
Figure 2.4: Autocorrelation of MH Sample Based on Simulated Observations

The mean and standard deviation for each chain (after burn in) are noted above each graph.

Figure 2.5: Trace Plots of MH Samples with Augmentations for Labels

1 The mean and standard deviation for each chain (after burn in) are noted above each graph.
2 In Figures 2.5, 2.6 and 2.7: Assume subjects do not switch between EUT and CPT in data simulation and in the estimation.

Figure 2.5: Trace Plots of MH Samples with Augmentations for Labels
Figure 2.6: Histograms of MH Samples with Augmentations for Labels

Figure 2.7: Autocorrelation of MH Samples with Augmentations for Labels
In Figures 2.9, 2.10 and 2.11: Observed subjects’ choices from Harrison and Swarthout (2016).

In Figures 2.9, 2.10 and 2.11: Assume subjects do not switch between EUT and CPT.

The mean and standard deviation for each sample are noted above each panel.

Figure 2.9: Trace Plots of Metropolis Hastings Samples (Observed Data)

Figure 2.10: Histograms of Metropolis Hastings Samples (Observed Data)
Figure 2.11: Autocorrelation Plots of Metropolis Hastings Samples (Observed Data)
CHAPTER 3

DISCHARGE DECISION-MAKING AFTER COMPLEX SURGERY: SURGEON BEHAVIORS COMPARED TO PREDICTIVE MODELING TO REDUCE SURGICAL READMISSIONS

3.1 Introduction

The Centers for Medicare and Medicaid Services (CMS) have placed increased scrutiny on hospital readmissions. (Jencks et al. (2009); Dawes et al. (2014); Centers for Medicare & Medicaid Services (2007)) As mandated by the Patient Protection and Affordable Care Act, CMS has begun adjusting hospital payments through the Hospital Readmissions Reduction Program according to hospitals’ rate of “excess” vs. “expected” Medicare readmissions for pneumonia, acute myocardial infarction, and heart failure with a future planned expansion into surgical patients. (Dawes et al. (2014); of the Patient Protection and Act (2010); Horwitz et al. (2011); Tsai et al. (2013); Joynt and Jha (2013)) Previous estimates suggest that even a small reduction of 5% in readmission rates could prevent over 2,000 inpatient hospitalizations with Medicare cost savings of $31 million. (Lawson et al. (2013))
One of the surgeon’s most challenging clinical decisions is balancing the need to promptly discharge patients versus a clinical and financially incentivized goal of reducing readmissions. (Lawson et al. (2013); Bueno et al. (2010); Kaboli et al. (2012))

Balancing countervailing needs has often been addressed through the use of risk-based modeling and decision-support tools. The financial implications of readmissions have also led to many scientific inquiries into risk-adjusted predictions for readmission. A recent systematic review found 26 unique models of readmission employing a variety of data sources and types of inpatient populations. (Kansagara et al. (2011)) An ongoing limitation of these prediction tools has been the decreasing statistical discrimination of models when broadening patient populations to include surgical patients, especially those undergoing a wide variety of procedures. (Kansagara et al. (2011); Kassin et al. (2012); Glance et al. (2014); Morris et al. (2014); Merkow et al. (2015))

We believe that improving discharge decision-making via evidence-based decision-support tools will lower readmissions while maintaining or decreasing LOS. This approach requires two central elements: (a) statistical identification of variables that discriminate between likelihood of discharge and likelihood of subsequent readmission; and (b) development of decision-support software that can aid discharge decision-making by effectively operationalizing this risk-adjusted understanding of readmission into the clinical provider’s daily work.

We sought to develop a data-driven predictive model for surgical readmission to identify the association between clinical information used for discharge decision-making and patients’ subsequent risk of readmission. Retrospective, large-data analysis of a prospectively collected clinical data warehouse was used in a time-to-event model to identify criteria that (statistically) explain timing of inpatient postoperative discharge. Subsequent development of a prediction model of readmission with validation helps identify dissonant criteria across postoperative discharges and readmissions. Specifically, we researched possible discordance between intrinsic human behavior and optimized modeling with the assumption that such discordance could interfere with future uptake of decision-support tools. In particular, we wanted to identify differences in how surgeons
behave in practice and how a predictive model of readmission might improve discharge decision-making.

3.2 Materials and methods

3.2.1 Patient population

De-identified patient data from all patients undergoing inpatient general (including gastrointestinal, endocrine, skin and soft tissue) and vascular surgical procedures between 2009 and 2014 were obtained from the academic medical center’s clinical data warehouse. Both elective and emergency cases were included and controlled for in the models described below. Patients who were dead at discharge were excluded. This dataset included all electronically collected information during the patient’s admission including demographic information, procedures performed, medications administered, laboratory test results, diagnostic imaging, and nursing documentation. Readmissions were captured by repeat encounters within 30 days of index admission. Outside hospital encounters that did not result in a transfer back to the index hospital could not be obtained.

3.2.2 Designing discharge and readmission models with validation

Time-varying and fixed data for all patients were analyzed using a time-to-event regression model to identify significant time-point predictors of discharge on a given hospital day and a logit regression model to identify significant predictors of readmission. With the exception of the dummy variables, standardized values of all independent variables were used in both models. Both models included 23 procedural grouping variables (e.g., colectomy, hepatectomy, ventral hernia repair) to control for the type of procedure performed. In addition, we created a dummy variable (“Pre-Optimize”) to control for patients who were admitted for a surgical procedure with the procedure delayed beyond the initial day of admission.

A Cox survival model was used for time-point (i.e., daily) discharge predictions allowing for different baseline hazards across procedures. Time-varying variables were grouped for analysis
by hospital day. Variables reported more than once daily (up to 3) were averaged. Patients with a
missing variable on the hospital day examined had the last known observed value of that variable
carried over (i.e., step imputation). If a variable was never recorded for the entire hospital stay, the
normalized value (i.e., mean of the upper and lower limit) of that variable within the population
was used for all hospital days. Using other methods of imputation did not meaningfully change
the predictive factors of the model. A logit model with procedure-fixed effects was used to model
readmissions using data from the day prior to discharge; a time-to-event specification for read-
missions was not possible without time-point data following discharge. All explanatory variables
were selected for using stepwise Akaike information criterion thresholds, which also accounted
for Type I multiple testing error. (Burnham and Anderson (2003))

Both models were validated via a series of in-sample and out-of-sample tests using boot-
strapped, partitioned patient data and C statistic test for discrimination. Iterations were conducted
with a 90% in-sample and 10% out-of-sample partition, 70% in-sample and 30% out-of-sample
partition, and a 50% in-sample and 50% out-of-sample partition. The normalized regression es-
timated coefficients of the empirical discharge model and the readmission predictive model were
directly compared. All statistical analyses and modeling were performed using Stata® version
14.0 (StataCorp, College Station, TX).

Both methodologies were reviewed and approved by the Emory University and Georgia State
University Institutional Review Boards.

3.3 Results

A total of 20,970 patients were identified from the institution’s clinical data warehouse rep-
resenting a wide range of surgical procedures. The median age of the patient population was 54
(range 13-96); 38.8% were male; 57.7% were white and 33.0% were black. Patients had a me-
dian length of stay after surgery of 2 days, and the distribution was skewed toward patients with
prolonged lengths of stay (mean = 5.5 days, IQR = 1-6 days). Common comorbidities such as
cancer (11.2%), hypertension (39.5%), and diabetes (16.1%) were frequently observed. The ma-
The majority of operations (69.5%; 14,570) were gastrointestinal in nature. The 30-day readmission rate was 7.5% (1,565 patients), which is comparable to previously reported rates in general surgery patients. (Dawes et al. (2014); Lawson et al. (2013); Morris et al. (2014); Lucas et al. (2013)) Demographics, comorbidities, and surgical procedures of the patient population are fully described in Table 3.1.

Table 3.1: **Study population summary statistics.** 20,970 patients’ daily clinical observations were extracted from an institutional data warehouse for all inpatient general and vascular surgery procedures from 2009 to 2014.

<table>
<thead>
<tr>
<th></th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, median</td>
<td>54</td>
</tr>
<tr>
<td>Age, range</td>
<td>13-96</td>
</tr>
<tr>
<td>LOS, median (days)</td>
<td>2</td>
</tr>
<tr>
<td>LOS, mean (days)</td>
<td>5.53</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8,143 (38.8%)</td>
</tr>
<tr>
<td>Female</td>
<td>12,827 (61.2%)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>12,101 (57.7%)</td>
</tr>
<tr>
<td>Black</td>
<td>6,913 (33.0%)</td>
</tr>
<tr>
<td>Other</td>
<td>1,956 (9.3%)</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>3,376 (16.1%)</td>
</tr>
<tr>
<td>Cancer</td>
<td>2,354 (11.2%)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>1,203 (5.74%)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>8,270 (39.5%)</td>
</tr>
<tr>
<td>Procedure Category</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>14,570 (69.5%)</td>
</tr>
<tr>
<td>Endocrine</td>
<td>3,097 (16.8%)</td>
</tr>
<tr>
<td>Skin and Soft Tissue</td>
<td>2,668 (12.7%)</td>
</tr>
<tr>
<td>Ortho</td>
<td>426 (2.03%)</td>
</tr>
<tr>
<td>Thoracic</td>
<td>87 (0.4%)</td>
</tr>
<tr>
<td>Vascular</td>
<td>122 (0.6%)</td>
</tr>
<tr>
<td>30-day readmission</td>
<td>1,565 (7.47%)</td>
</tr>
<tr>
<td><strong>Total patients</strong></td>
<td><strong>20,970</strong></td>
</tr>
<tr>
<td><strong>Total patient-days of observations</strong></td>
<td><strong>115,976</strong></td>
</tr>
</tbody>
</table>
3.3.1 Predictive modeling

For each of the 23 procedure groups, 41 observed measures were routinely collected and stored in the clinical data warehouse (64 total collected variables). All of these were obtained for each of the 20,970 patients described above totaling 115,976 patient-days, including 1565 readmitted patients with 20,560 patient-days. These datasets were then used for discharge and readmission regression analyses. All 41 observed variables were included as regressors in both models after demonstrating the lack of multi-collinearity (mean variance inflation factor = 1.51; range 1.01e3.52) and survival via stepwise selection. 34 variables were found to be predictive (at conventional level of significance) of the discharge decision-making. Post hoc analysis suggested that difficult post-operative, in-hospital recoveries were indicative of increased readmission risk, so length of stay was added to the readmission model. 30 of the 42 variables were found to be significantly predictive of readmissions. The complete regression results for both models are reported in Table 3.2 and Table 3.4.

3.3.2 Model validation

Both models were tested with serial in-sample and out-of-sample bootstrapped, partitioned iterations. The discharge model employed 200 total iterations and the readmission model performed 300 total iterations with equal number of iterations conducted with 90% in-sample and 10% out-of-sample partitions, 70%/30%, and 50%/50%, respectively (50/50 for readmission model only due to regression methodology). The mean in-sample and out-of-sample C statistics were found to be 0.82 and 0.80 for the readmission model whereas for the discharge model the in-sample as well as out-of-sample mean C-statistic was 0.79.
Table 3.2: Normalized effect of 42 observed clinical variables on discharge and readmission (n = 20,970 patients with 115,976 daily observed clinical measures; 1565 readmitted patients with 20,560 daily observed clinical measures). Column A reports the normalized regression coefficient for each clinical variable for a time-to-event model analysis predicting daily likelihood of discharge based on actual discharges of the patient population. A positive value indicates the presence or increased magnitude of the variable increases the likelihood of discharge, and vice versa. Column B reports the normalized coefficient for each clinical variable for a logit regression model predicting likelihood of 30-day readmission as predicted on the day of discharge. A positive value indicates the presence or increased magnitude of the variables increases the likelihood of readmission. Confidence intervals of the coefficient estimates are reported to aid in the interpretation of conventional p-values for large sample sizes. Each patient was also controlled for the procedure performed (Table 3.4).
### Regression Estimated Coefficient

| PainScore | -0.068 |
| DxImg | -0.650 |
| Complexity (RVI-0.198) | -0.364 |
| UnivHosp vs Oth-0.469 | -0.567 |
| High Risk | -0.856 |
| LOS | -0.015 |
| LnLOS | 0.659 |

**Discharge Regression**

- PainScore: -0.068
- DxImg: -0.650
- Complexity (RVI-0.198): -0.364
- UnivHosp vs Oth-0.469: -0.567
- High Risk: -0.856
- LOS: -0.015
- LnLOS: 0.659

**Readmission Regression**

- PainScore: -0.089
- DxImg: -1.282
- Complexity (RVI-0.198): -0.364
- UnivHosp vs Oth-0.469: -0.567
- High Risk: -0.986
- LOS: -0.015
- LnLOS: 0.659

**95% CI**

- PainScore: 0.000
- DxImg: 0.044
- Complexity (RVI-0.198): 0.020
- UnivHosp vs Oth-0.469: 0.000
- High Risk: 0.000
- LOS: 0.000
- LnLOS: 0.000

**p**

- PainScore: 0.158
- DxImg: 0.175
- Complexity (RVI-0.198): 0.069
- UnivHosp vs Oth-0.469: 0.372
- High Risk: 0.175
- LOS: 0.015
- LnLOS: 0.659


1. Katz scores are calculated from the Katz Index of Independence in Activities of Daily Living (Gerontological Society of America). 1 point in each of six domains: bathing, dressing, toileting, transferring, continence, and feeding. A total of 6 points indicates complete functional independence, and a total of 0 points indicates no independence.
2. Variables found to be statistically insignificant with both models are not shown.
3. Estimated coefficients instead of estimated hazard ratios were reported because of ease of signage interpretation.

### 3.4 Comparative analysis of discharge and readmission models

The discharge and readmission models were directly compared to identify possible discharge behaviors that were discordant with the goal of reducing surgical readmissions. All of the estimated coefficients used for this analysis – as well as their interpretation – are described in Table 3.2 and Table 3.4.

Table 3.3 and Fig. 3.1 show comparisons of estimated coefficients for standardized variables from the two regression models. Table 3.3 demonstrates the relationship between a clinical variable’s normalized discharge regression coefficient and its normalized readmission regression coefficient. Using the patient’s reported pain score as an example, the marginal effect on the odds of readmission by a one unit increase in the standardized pain score is estimated to be 17% (the exponential function of 0.158 minus 1) and the estimated marginal effect on the rate of discharge is -6.6% (the exponential function of -0.068 minus 1). This constellation of coefficients imply
that higher pain scores are associated with a greater likelihood of readmission, and that physicians heeded pain concerns by holding discharges on those with higher pain scores.

Table 3.3: Comparison of the effect of observed clinical variables on predictive models of discharge and readmission. The sign of the readmission regression coefficient has been reversed for easier direct comparison of the variable’s effect on discharging the patient (larger regression coefficient is a higher likelihood of discharge) versus the variable’s effect on preventing readmission (larger regression coefficient is a lower likelihood of readmission). Confidence intervals of the coefficients estimates are reported to aid in the interpretation of conventional p-values for large sample sizes.

<table>
<thead>
<tr>
<th>Qualitative assessment of discharge decision</th>
<th>Clinical Variable</th>
<th>Discharge Regression</th>
<th>Readmission Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-optimal discharge (insufficient attention)</td>
<td>TEMP</td>
<td>0.003</td>
<td>-0.030</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>-0.003</td>
<td>-0.031</td>
</tr>
<tr>
<td></td>
<td>AlkPhos</td>
<td>0.017</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>DBP</td>
<td>0.017</td>
<td>-0.008</td>
</tr>
<tr>
<td>Non-optimal discharge (inappropriate effect)</td>
<td>AST/ALT</td>
<td>-0.039</td>
<td>-0.063</td>
</tr>
<tr>
<td></td>
<td>HighRisk</td>
<td>-0.856</td>
<td>-0.986</td>
</tr>
<tr>
<td></td>
<td>SBP</td>
<td>-0.024</td>
<td>-0.040</td>
</tr>
<tr>
<td></td>
<td>Sodium</td>
<td>-0.061</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>Albumin</td>
<td>-0.021</td>
<td>0.031</td>
</tr>
<tr>
<td>Optimal Discharge (appropriate effect)</td>
<td>UnivHosp vs Other</td>
<td>-0.469</td>
<td>-0.567</td>
</tr>
<tr>
<td></td>
<td>BlackRace</td>
<td>-0.114</td>
<td>-0.164</td>
</tr>
<tr>
<td></td>
<td>WhiteRace</td>
<td>-0.046</td>
<td>-0.069</td>
</tr>
<tr>
<td></td>
<td>CHF</td>
<td>-0.193</td>
<td>-0.258</td>
</tr>
<tr>
<td></td>
<td>DM</td>
<td>-0.038</td>
<td>0.071</td>
</tr>
<tr>
<td></td>
<td>IVDU</td>
<td>-0.481</td>
<td>-0.689</td>
</tr>
<tr>
<td></td>
<td>Ascites</td>
<td>-0.452</td>
<td>0.546</td>
</tr>
<tr>
<td></td>
<td>Calcium</td>
<td>0.182</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>Dxing</td>
<td>-0.650</td>
<td>1.282</td>
</tr>
<tr>
<td></td>
<td>PainScore</td>
<td>-0.068</td>
<td>-0.089</td>
</tr>
<tr>
<td></td>
<td>Stool+</td>
<td>0.008</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>HTN</td>
<td>-0.052</td>
<td>-0.086</td>
</tr>
<tr>
<td></td>
<td>HCT</td>
<td>0.070</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>CANCER</td>
<td>0.167</td>
<td>0.366</td>
</tr>
<tr>
<td></td>
<td>K+</td>
<td>-0.035</td>
<td>-0.072</td>
</tr>
<tr>
<td></td>
<td>WBC</td>
<td>-0.190</td>
<td>0.233</td>
</tr>
<tr>
<td></td>
<td>HR</td>
<td>-0.166</td>
<td>0.203</td>
</tr>
<tr>
<td></td>
<td>BUN</td>
<td>-0.170</td>
<td>0.228</td>
</tr>
<tr>
<td></td>
<td>TBili</td>
<td>-0.109</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>Katz Score</td>
<td>0.314</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td>Male Gender</td>
<td>-0.045</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>PTT</td>
<td>-0.016</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>PLT</td>
<td>0.075</td>
<td>0.050</td>
</tr>
<tr>
<td>Optimal Discharge (unknown effect)</td>
<td>NPO</td>
<td>-2.069</td>
<td>-2.908</td>
</tr>
<tr>
<td></td>
<td>Complexity (RVUs)</td>
<td>-0.198</td>
<td>-0.364</td>
</tr>
<tr>
<td></td>
<td>Reg Admit</td>
<td>-0.098</td>
<td>-0.182</td>
</tr>
<tr>
<td></td>
<td>PrAge</td>
<td>-0.043</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>BMI</td>
<td>0.035</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>O2Sat</td>
<td>-0.026</td>
<td>0.039</td>
</tr>
</tbody>
</table>

***p<0.01, **p<0.05, *p<0.1.

1 Estimated coefficients instead of estimated hazard ratios were reported because of ease of signage interpretation.
All clinical variables were divided into important qualitative categories based on signage of the estimated coefficients. “Non-optimal discharges” were those in which a variable did not appear to be used effectively in the discharge process. This category of variables was further subdivided into “insufficient attention” (those variables not significantly predictive of discharge but demonstrating an increased risk of readmission) and “inappropriate effect” (those variables that decrease the probability of discharge but were ultimately protective against readmission. The majority of variables fall into the “Optimal Discharge - Appropriate effect” subcategory suggesting that in most cases surgeons were responding to variables predictive of readmission by prolonging their initial hospital stays. There is a final category, “Optimal Discharge – Unknown effect” which highlights the variables that were predictive of discharge but were not found to be significant predictors of readmission. Based on this study’s methodology, it is impossible to interpret whether these variables were being appropriately selected for by surgeons or if these clinical delays were unnecessary for reducing readmissions.

For variables statistically significant in both models, Fig. 3.1 graphically demonstrates the degree of alignment between factors that are predictive of discharge and those that are predictive of readmission. Quadrants I and III of the figure show concordance between current discharge behaviors and reducing surgical admissions. For example, a patient carrying a diagnosis of congestive heart failure (CHF) is both less likely to be discharged and more likely to be readmitted. In contrast, Quadrants II and IV represent discordant results between the models. Using liver function as an example, elevated liver transaminases lead to less likely discharge even though that patient is less likely to be readmitted. On the other hand, patients with an isolated elevated alkaline phosphatase are more likely to be discharged and more likely to be readmitted. In addition, there are several effect size discrepancies noted. Patient race appears to have an important impact on readmission with white patients substantially more likely to be readmitted than non-white patients, but discharge decision-making does not appear to be significantly affected by it. Conversely, a history of intravenous drug use (IVDU) decreases likelihood of discharge but this effect may be disproportionate to the effect of IVDU on readmission risk.
Figure 3.1: Comparison of the effect of observed clinical variables on predictive models of discharge and readmission. The x-axis plots the normalized regression coefficient of a time-to-event model of the likelihood of discharge for a given day’s observed clinical variables. The y-axis plots the normalized coefficient of a logit regression model of the likelihood of 30-day readmission. The sign of the readmission regression coefficient has been reversed for easier direct comparison of the variable’s effect on discharging the patient (larger regression coefficient is a higher likelihood of discharge) versus the variable’s effect on preventing readmission (larger regression coefficient is a lower likelihood of readmission). In its current projection, Quadrant I demonstrates variables that both increase the likelihood of discharge and reduce the risk of readmission; Quadrant III demonstrates variables that decrease the likelihood of discharge and increase the risk of readmission. Quadrants II and IV represent discordance between behavior and readmission with the former indicating variables that increase length of stay but reduce the risk of readmission and the latter indicating variables that decrease length of stay but increase risk of readmission. Variables found to be statistically insignificant with either model are not shown.
3.5 Discussion

This study illustrates the feasibility of using large patient data sets to construct predictive models for readmission that highlight clinical data that is not conventionally used by surgeons when making the decision to discharge a patient from the hospital after an inpatient surgical procedure.

Tables 3.2 and 3.3 with Fig. 3.1 highlight the variables found to be significant in a logit regression model for readmission, demonstrating that variation in a number of variables may be drivers of – or at least likely indicators of a higher risk of readmission. This predictive model of readmissions was also validated with standard statistical techniques demonstrating good discrimination (C statistics of 0.82 and 0.80) that is better than many discrimination measures reported in prior readmission modeling studies. (Kansagara et al. (2011)) When this predictive model was compared with the clinical predictors of discharge, the observed differences in the two models highlighted opportunities for improving discharge decision-making.

Currently observed discharge behaviors might not be fully aligned with current readmission reduction goals. Table 3.3 highlights variation in predictors of discharge versus their effect on readmission. What surgeons practice does not appear to always align with reducing readmissions (Table 3.2, Table 3.4, Table 3.3, and Fig. 3.1). For example, variables that were not significantly associated with surgeons’ discharge decisions but positively associated with the likelihood of being readmitted suggest that surgeon behavior may be missing important readmission-reducing data trends. It is possible that some of these less carefully considered variables (e.g., diastolic blood pressure, respiratory rate, liver function tests) are picking up subtle variations - so-called “microtrends” - in clinical trajectories that are not traditionally considered to be relevant to overall discharge decision-making. Perhaps readmissions could be reduced by using a data-driven
predictive model that incorporates these less commonly considered clinical data points. This discordance also highlights the potential for poor acceptance of discharge decision-support tools that utilize statistical predictors of readmission that diverge from factors that surgeons believe to be important predictors of a successful discharge. For example, a decision-support tool may highlight a patient’s race as an indication that the patient may require more intensive discharge planning with the potential for prolonged index admission. If the surgeon does not intrinsically believe that patient characteristic is relevant for discharge decision-making, he or she may discount the tool’s recommendations. Creative strategies to incorporate the best data analysis with display modes that overcome reluctance to use less intuitive but data-driven predictive models are a necessary step for the promotion of such decision-support technologies (Fig. 3.2).

Previous efforts to reduce readmission have started by identifying processes and bundling strategies in the pre- and post-operative period. (Kassin et al. (2012); Halverson et al. (2014)) An alternative but not yet proven strategy suggested for reducing surgical readmissions is the risk stratification of postoperative patients and enhanced discharge decision-making. (Kohlnhofer et al. (2014); Leeds et al. (2013)) Each patient is a unique individual, and the patient’s physician must retain responsibility for the decision to discharge the patient from the hospital. But these central features of the physician-patient relationship are not at direct odds with the need for further decision-support in the discharge process.

An innovation with promise for promoting evidence-based discharge decision-making involves the development of decision-support software. Expanding on the predictive readmission modeling discussed above, the authors believe that alternative, support-vector regression models that can predict the probability of patient readmission continuously over a patient’s hospital stay would be useful to optimize clinicians’ discharge decisions. Ultimately, this more comprehensive model could provide dynamically updated marginal probabilities of patient readmission within 30 days of discharge for a specific patient using real-time clinical, demographic, and census data.

Fig. 3.3 provides an example of a comprehensive predictive model illustrating how a patient’s LOS may have been unnecessarily prolonged. Although this patient stayed in the hospital for 17
days, the model predicts that the likelihood of readmission is not statistically different from day 12 onward. This example illustrates how a discharge decision might have been improved by the use of a decision-support algorithm.

The algorithm also provides the foundation for a decision-support tool by treating the patient’s measured characteristics as one “patient observation” within a large sample of archived patients with similar measured characteristics but known outcomes. In this way, a current discharge decision can be informed by the aggregated experience with thousands of similar patients with known histories. Such a decision-support tool provides a statistically informed answer to the central question: “If this patient is discharged today, what is the likelihood of readmission within 30 days?”

3.5.1 Limitations

The findings reported here are not without interpretative limitations. First, this study was performed with surgeons and patient data from a single institution limiting the generalizability of the variables identified. Importantly, this institution was a relative under-performer compared to its peers with a length of stay index of 1.12 versus a teaching hospital baseline of 1.06 and a readmission rate of 5.26% versus 5.24% (unpublished data, University Health-System Data, accessed 2015). Therefore, this institution may have specific processes and patient factors that lead it to benefit more than average from clinical decision support tells that help optimize patient care. It is likely that institutions already out-performing their peers on quality metrics may demonstrate a different set of predictors than under-performers. It is also possible that outperformers may benefit less from such decision support optimization with limited ability to incrementally improve quality performance further. Moreover, the group of procedures included in this analysis was predominantly gastrointestinal surgery cases limiting generalizability to other surgical procedures. However, we argue that the analytical exercise described in this study is not meant to be directly portable to other clinical sites but instead demonstrates an approach to optimizing decision support tools for the specific patients and surgeon preferences of each health care environment. It is very likely that the predictors of readmission will vary with different populations of surgeons
and patients. We believe site-specific customization of decision-support tools will be increasingly important with increasing use of these technologies, and methodologies – rather than ready-made decision tools – will be the currency of future large-scale quality improvement interventions.

Figure 3.3: A regression-based algorithm predicting daily risk of readmission for a sample inpatient. The x-axis indicates elapsed days since surgery (i.e., length of stay) and the y-axis shows predicted risk of readmission if discharged on that day. The solid line represents the point estimates of readmission probabilities generated by the regression model. The dotted lines represent the 80% confidence intervals. For this specific graph, estimates were run from virtual Day 2 of admission because of the extreme unlikelihood of next day discharge for a complex surgical patient.

Another limitation of this study is the imperfect comparison between what was observed at discharge and these variables’ subsequent impact on readmission. A variable that the regression
model found to be relatively unimportant is not necessarily unimportant for discharge but simply may indicate observations of a variable that fall within such a narrow range for all discharges as to appear insignificant.

Arguing that all of the discordance between surgeon’s preferences and the predictive model is the result of human decision-making errors would be an over-interpretation of this analysis. Instead, what the authors choose to highlight is that the discordance between surgeon behaviors and readmission-optimized behaviors based on a predictive model highlight variables for closer examination to determine marginal improvements in discharge decision-making. For example, the discharge regression model suggests that a number of clinical variables have an over-emphasized effect on discharge when compared to their effect on readmission (Table 3.3). Perhaps the proper decision-support tool could better align these effects by reducing selected variables’ impact on discharge decision-making.

3.6 Conclusions

Predictive models suggest considerable discordance exists between how surgeons behave in practice and what may optimize discharge decision-making and limit subsequent hospital readmission. The real-world application of such a predictive model is a question in itself. Behavioral experiments are necessary to ascertain how and whether medical decision makers will use decision support software. If so, is the decision support tool effective in reducing readmissions? These further issues will need to be addressed through ongoing research.
Table 3.4: Normalized effect of 23 procedure group variables on discharge and readmission (n = 20,970 patients with 115,976 daily observed clinical measures; 1565 readmitted patients with 20,560 daily observed clinical measures). Column A reports the normalized regression coefficient for each procedure for a time-to-event model analysis predicting daily likelihood of discharge based on actual discharges of the patient population. A positive value indicates the presence or increased magnitude of the variable increases the likelihood of discharge, and vice versa. Column C reports the normalized coefficient for each clinical variable for a logit regression model predicting likelihood of 30-day readmission. A positive value indicates the presence or increased magnitude of the variables increases the likelihood of readmission. Omitted coefficients are those that were not statistically supported by one of the two models.

<table>
<thead>
<tr>
<th>Procedure coefficient</th>
<th>Readmission regression coefficient</th>
<th>%95 C.I.</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adrenalectomy</td>
<td>-0.78</td>
<td>-1.071</td>
<td>-0.488</td>
</tr>
<tr>
<td>Appendectomy</td>
<td>-1.048</td>
<td>-1.452</td>
<td>-0.644</td>
</tr>
<tr>
<td>Hepato-Jeuno/Duodeno</td>
<td>-0.746</td>
<td>-1.101</td>
<td>-0.391</td>
</tr>
<tr>
<td>Pancreatic Debride</td>
<td>-1.077</td>
<td>-1.413</td>
<td>-0.741</td>
</tr>
<tr>
<td>Esophagectomy</td>
<td>-0.948</td>
<td>-1.289</td>
<td>-0.608</td>
</tr>
<tr>
<td>Gastrectomy</td>
<td>-0.652</td>
<td>-0.946</td>
<td>-0.359</td>
</tr>
<tr>
<td>Gastro-Jeuno</td>
<td>-0.785</td>
<td>-1.114</td>
<td>-0.455</td>
</tr>
<tr>
<td>Gastrorraphy</td>
<td>-1.105</td>
<td>-1.447</td>
<td>-0.763</td>
</tr>
<tr>
<td>Parathyroidectomy</td>
<td>-0.94</td>
<td>-1.300</td>
<td>-0.579</td>
</tr>
<tr>
<td>Thyroidectomy</td>
<td>-1.454</td>
<td>-1.888</td>
<td>-1.019</td>
</tr>
<tr>
<td>Bariatric Surgery</td>
<td>-0.656</td>
<td>-1.052</td>
<td>-0.259</td>
</tr>
<tr>
<td>Cholecystectomy</td>
<td>-0.628</td>
<td>-0.987</td>
<td>-0.269</td>
</tr>
<tr>
<td>GI Tumor Excision</td>
<td>-0.567</td>
<td>-0.908</td>
<td>-0.227</td>
</tr>
<tr>
<td>Lysis of Adhesions</td>
<td>-0.79</td>
<td>-1.247</td>
<td>-0.333</td>
</tr>
<tr>
<td>Splenectomy</td>
<td>0.515</td>
<td>0.203</td>
<td>0.827</td>
</tr>
<tr>
<td>Colectomy</td>
<td>-0.399</td>
<td>-0.657</td>
<td>-0.141</td>
</tr>
<tr>
<td>Ing-Fem Herniorraphy</td>
<td>-0.771</td>
<td>-1.258</td>
<td>-0.284</td>
</tr>
<tr>
<td>Hepatectomy</td>
<td>-0.668</td>
<td>-1.099</td>
<td>-0.237</td>
</tr>
<tr>
<td>PEH Repair</td>
<td>-0.9</td>
<td>-1.583</td>
<td>-0.218</td>
</tr>
<tr>
<td>Ventral Herniorraphy</td>
<td>-0.323</td>
<td>-0.612</td>
<td>-0.033</td>
</tr>
<tr>
<td>Mastectomy</td>
<td>-0.542</td>
<td>-1.072</td>
<td>-0.011</td>
</tr>
<tr>
<td>Small Bowel Resect</td>
<td>-0.342</td>
<td>-0.676</td>
<td>-0.007</td>
</tr>
<tr>
<td>Soft Tissue Debride</td>
<td>0.323</td>
<td>0.004</td>
<td>0.642</td>
</tr>
<tr>
<td>GI Abscess Drain</td>
<td>0.233</td>
<td>-0.032</td>
<td>0.498</td>
</tr>
</tbody>
</table>

***p<0.01, **p<0.05, *p<0.1.
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Table B.1: Demographics of Subjects in Each Treatment

<table>
<thead>
<tr>
<th>Race</th>
<th>Treatment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>African American</td>
<td>30</td>
<td>26</td>
<td>30</td>
<td>31</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>11</td>
<td>14</td>
<td>7</td>
<td>5</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Other or Prefer Not to Answer</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GPA</th>
<th>Total Subjects</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 2.0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2.0-2.99</td>
<td>7</td>
<td>10</td>
<td>10</td>
<td>17</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>3.0-3.49</td>
<td>21</td>
<td>18</td>
<td>21</td>
<td>18</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>3.5-4.3</td>
<td>19</td>
<td>20</td>
<td>15</td>
<td>13</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>
Table B.2: Comparison of Signaling Rates in the First and Last Blocks of Each Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Pooling is Unintuitive</th>
<th>Signaling Rates (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High Type S&lt;sub&gt;H&lt;/sub&gt;</td>
<td>Low Type S&lt;sub&gt;L&lt;/sub&gt;</td>
<td>Difference S&lt;sub&gt;DIFF&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1&lt;sup&gt;st&lt;/sup&gt; Block</td>
<td>4&lt;sup&gt;th&lt;/sup&gt; Block</td>
<td>Difference</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; Block</td>
<td>4&lt;sup&gt;th&lt;/sup&gt; Block</td>
<td>Difference</td>
</tr>
<tr>
<td>1</td>
<td>Yes</td>
<td>75.0</td>
<td>90.6</td>
<td>13.5</td>
<td>6.3</td>
<td>-7.3</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>70.3</td>
<td>85.9</td>
<td>15.6 ***</td>
<td>12.5</td>
<td>9.4</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>66.7</td>
<td>67.7</td>
<td>1.0</td>
<td>15.6</td>
<td>9.4</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>76.6</td>
<td>92.2</td>
<td>15.6 **</td>
<td>26.6</td>
<td>23.4</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>53.1</td>
<td>43.8</td>
<td>-9.4</td>
<td>12.5</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table B.3: Comparison of Average Bids in the First and Last Blocks of Each Treatment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Pooling is Unintuitive</th>
<th>Average Bids ($)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Non-Certified B&lt;sub&gt;NC&lt;/sub&gt;</td>
<td>Certified B&lt;sub&gt;C&lt;/sub&gt;</td>
<td>Difference B&lt;sub&gt;DIFF&lt;/sub&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1&lt;sup&gt;st&lt;/sup&gt; Block</td>
<td>4&lt;sup&gt;th&lt;/sup&gt; Block</td>
<td>Difference</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; Block</td>
<td>4&lt;sup&gt;th&lt;/sup&gt; Block</td>
<td>Difference</td>
</tr>
<tr>
<td>1</td>
<td>Yes</td>
<td>7.74</td>
<td>8.97</td>
<td>1.24 ***</td>
<td>16.05</td>
<td>18.92</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>9.02</td>
<td>9.49</td>
<td>0.47 ***</td>
<td>15.06</td>
<td>17.66</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>10.61</td>
<td>12.22</td>
<td>1.61 ***</td>
<td>15.98</td>
<td>18.28</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>9.16</td>
<td>9.18</td>
<td>0.02</td>
<td>17.88</td>
<td>20.38</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>8.51</td>
<td>10.19</td>
<td>1.68 ***</td>
<td>13.25</td>
<td>15.33</td>
</tr>
</tbody>
</table>
Table B.4: Regression Analysis of Signaling Behavior

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Low Quality Products</th>
<th>High Quality Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Treatment 1 (75%, $5)</td>
<td>-0.254</td>
<td>-0.255</td>
</tr>
<tr>
<td></td>
<td>(0.315)</td>
<td>(0.318)</td>
</tr>
<tr>
<td>Treatment 3 (25%, $5)</td>
<td>0.0277</td>
<td>0.0278</td>
</tr>
<tr>
<td></td>
<td>(0.326)</td>
<td>(0.327)</td>
</tr>
<tr>
<td>Treatment 4 (50%, $3)</td>
<td>0.233</td>
<td>0.234</td>
</tr>
<tr>
<td></td>
<td>(0.290)</td>
<td>(0.291)</td>
</tr>
<tr>
<td>Treatment 5 (50%, $7)</td>
<td>-0.715**</td>
<td>-0.718**</td>
</tr>
<tr>
<td></td>
<td>(0.352)</td>
<td>(0.352)</td>
</tr>
<tr>
<td>Period</td>
<td>-0.0206***</td>
<td>0.0211***</td>
</tr>
<tr>
<td></td>
<td>(0.00733)</td>
<td>(0.00717)</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>-0.0850**</td>
<td>-0.0752**</td>
</tr>
<tr>
<td></td>
<td>(0.0344)</td>
<td>(0.0333)</td>
</tr>
<tr>
<td>Age</td>
<td>-0.154**</td>
<td>-0.154**</td>
</tr>
<tr>
<td></td>
<td>(0.0741)</td>
<td>(0.0741)</td>
</tr>
<tr>
<td>Male</td>
<td>0.418*</td>
<td>0.418*</td>
</tr>
<tr>
<td></td>
<td>(0.219)</td>
<td>(0.219)</td>
</tr>
<tr>
<td>Experienced Subjects</td>
<td>-0.242</td>
<td>0.0445</td>
</tr>
<tr>
<td></td>
<td>(0.210)</td>
<td>(0.210)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>1.981**</td>
<td>1.981**</td>
</tr>
<tr>
<td></td>
<td>(0.885)</td>
<td>(0.885)</td>
</tr>
<tr>
<td>Junior</td>
<td>0.354</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>(0.314)</td>
<td>(0.314)</td>
</tr>
<tr>
<td>Senior</td>
<td>0.725</td>
<td>0.725</td>
</tr>
<tr>
<td></td>
<td>(0.448)</td>
<td>(0.448)</td>
</tr>
<tr>
<td>Graduate Students '</td>
<td>0.206</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>(0.312)</td>
<td>(0.312)</td>
</tr>
<tr>
<td>GPA</td>
<td>0.0556</td>
<td>0.362***</td>
</tr>
<tr>
<td></td>
<td>(0.151)</td>
<td>(0.151)</td>
</tr>
<tr>
<td>African American</td>
<td>0.0994</td>
<td>0.0994</td>
</tr>
<tr>
<td></td>
<td>(0.299)</td>
<td>(0.299)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.599</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td>(0.413)</td>
<td>(0.413)</td>
</tr>
<tr>
<td>Asian</td>
<td>0.989***</td>
<td>0.989***</td>
</tr>
<tr>
<td></td>
<td>(0.379)</td>
<td>(0.379)</td>
</tr>
<tr>
<td>Other</td>
<td>-0.135</td>
<td>-0.135</td>
</tr>
<tr>
<td></td>
<td>(0.388)</td>
<td>(0.388)</td>
</tr>
<tr>
<td>Smoke</td>
<td>0.185</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>(0.262)</td>
<td>(0.262)</td>
</tr>
<tr>
<td>Youngest Child</td>
<td>0.289</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>(0.304)</td>
<td>(0.304)</td>
</tr>
<tr>
<td>Middle Child</td>
<td>0.541</td>
<td>0.541</td>
</tr>
<tr>
<td></td>
<td>(0.477)</td>
<td>(0.477)</td>
</tr>
<tr>
<td>Oldest Child</td>
<td>0.202</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>(0.274)</td>
<td>(0.274)</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.600***</td>
<td>-1.272***</td>
</tr>
<tr>
<td></td>
<td>(0.209)</td>
<td>(0.235)</td>
</tr>
<tr>
<td>Observations</td>
<td>1,280</td>
<td>1,280</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table B.5: Regression Analysis of Bidding Behavior

<table>
<thead>
<tr>
<th>Y: Bids</th>
<th>Non-Certified Products</th>
<th>Certified Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3) (4)</td>
<td>(5) (6) (7) (8)</td>
</tr>
<tr>
<td>Treatment 1 (75%, $5)</td>
<td>-0.799*** -0.806*** -0.813*** -0.914***</td>
<td>1.298** 1.278** 1.212* 1.189*</td>
</tr>
<tr>
<td></td>
<td>(0.277) (0.276) (0.272) (0.283)</td>
<td>(0.641) (0.638) (0.645) (0.635)</td>
</tr>
<tr>
<td>Treatment 3 (25%, $5)</td>
<td>2.912*** 2.908*** 2.908*** 2.790***</td>
<td>1.886*** 1.910*** 1.889*** 1.940***</td>
</tr>
<tr>
<td></td>
<td>(0.482) (0.480) (0.479) (0.484)</td>
<td>(0.642) (0.640) (0.633) (0.569)</td>
</tr>
<tr>
<td>Treatment 4 (50%, $3)</td>
<td>-0.0157 -0.0184 -0.0240 -0.244</td>
<td>3.158*** 3.180*** 3.131*** 3.264***</td>
</tr>
<tr>
<td></td>
<td>(0.289) (0.290) (0.287) (0.304)</td>
<td>(0.651) (0.655) (0.659) (0.607)</td>
</tr>
<tr>
<td>Treatment 5 (50%, $7)</td>
<td>0.113 0.0800 0.0788 0.0359</td>
<td>-1.121 -0.920 -0.898 -0.530</td>
</tr>
<tr>
<td></td>
<td>(0.334) (0.331) (0.331) (0.340)</td>
<td>(0.775) (0.769) (0.773) (0.765)</td>
</tr>
<tr>
<td>Period</td>
<td>0.0479<em><strong>0.0479</strong></em>0.0465***</td>
<td>0.112*** 0.112*** 0.115***</td>
</tr>
<tr>
<td></td>
<td>(0.00796) (0.00796) (0.00786)</td>
<td>(0.0157) (0.0157) (0.0159)</td>
</tr>
<tr>
<td>Number of Safe Choices</td>
<td>0.00764 -0.00878</td>
<td>0.0938 0.0914</td>
</tr>
<tr>
<td></td>
<td>(0.0282) (0.0295)</td>
<td>(0.0573) (0.0569)</td>
</tr>
<tr>
<td>Age</td>
<td>0.0102</td>
<td>0.248***</td>
</tr>
<tr>
<td></td>
<td>(0.0428)</td>
<td>(0.0777)</td>
</tr>
<tr>
<td>Male</td>
<td>0.0652</td>
<td>1.068**</td>
</tr>
<tr>
<td></td>
<td>(0.264)</td>
<td>(0.431)</td>
</tr>
<tr>
<td>Experienced Subjects</td>
<td>-0.385</td>
<td>-0.295</td>
</tr>
<tr>
<td></td>
<td>(0.251)</td>
<td>(0.407)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>-0.407</td>
<td>-2.840*</td>
</tr>
<tr>
<td></td>
<td>(0.727)</td>
<td>(1.503)</td>
</tr>
<tr>
<td>Junior</td>
<td>0.00606</td>
<td>-0.249</td>
</tr>
<tr>
<td></td>
<td>(0.365)</td>
<td>(0.596)</td>
</tr>
<tr>
<td>Senior</td>
<td>-0.444</td>
<td>-1.138</td>
</tr>
<tr>
<td></td>
<td>(0.420)</td>
<td>(0.857)</td>
</tr>
<tr>
<td>Graduate Students</td>
<td>0.217</td>
<td>-1.889***</td>
</tr>
<tr>
<td></td>
<td>(0.265)</td>
<td>(0.603)</td>
</tr>
<tr>
<td>GPA</td>
<td>-0.0635</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>(0.157)</td>
<td>(0.294)</td>
</tr>
<tr>
<td>African American</td>
<td>0.720**</td>
<td>0.302</td>
</tr>
<tr>
<td></td>
<td>(0.283)</td>
<td>(0.529)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.256</td>
<td>-0.244</td>
</tr>
<tr>
<td></td>
<td>(0.634)</td>
<td>(0.954)</td>
</tr>
<tr>
<td>Asian</td>
<td>0.235</td>
<td>0.342</td>
</tr>
<tr>
<td></td>
<td>(0.417)</td>
<td>(0.910)</td>
</tr>
<tr>
<td>Other</td>
<td>0.299</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td>(0.302)</td>
<td>(0.839)</td>
</tr>
<tr>
<td>Smoke</td>
<td>0.349</td>
<td>0.0819</td>
</tr>
<tr>
<td></td>
<td>(0.355)</td>
<td>(0.605)</td>
</tr>
<tr>
<td>Youngest Child</td>
<td>-0.256</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>(0.299)</td>
<td>(0.575)</td>
</tr>
<tr>
<td>Middle Child</td>
<td>-0.00454</td>
<td>1.590</td>
</tr>
<tr>
<td></td>
<td>(0.437)</td>
<td>(0.986)</td>
</tr>
<tr>
<td>Oldest Chid</td>
<td>0.00619</td>
<td>0.0450</td>
</tr>
<tr>
<td></td>
<td>(0.288)</td>
<td>(0.523)</td>
</tr>
<tr>
<td></td>
<td>(0.250) (0.299) (0.462) (1.052)</td>
<td>(0.431) (0.551) (0.818) (2.077)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.172 0.194 0.194 0.214</td>
<td>0.090 0.136 0.141 0.191</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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APPENDIX C

APPENDIX PROOFS

In this appendix, I will discuss the three potential pure-strategy equilibria in the model outlined in Section 1.2, and derive the conditions in the propositions and corollaries. First, given the wage schedule based on employers’ beliefs, define the wage difference as

\[ w(1) - w(0) = (1 - \mu_1)\theta_h + \mu_1\theta_l - (1 - \mu_0)\theta_h - \mu_0\theta_l = (\mu_0 - \mu_1)(\theta_h - \theta_l). \]

**Pooling not to pursue** \( e_h = e_l = 0 \)

In this case, no workers choose to pursue the degree, and all workers will be on the job market without a degree. As a result, on-equilibrium belief \( \mu_0 \) will be the same as prior distribution \( \mu_0 = \mu \); employers will not observe any workers with the degree in the market and cannot use Bayes’ rule to update \( \mu_1 \), so out-of-equilibrium belief \( \mu_1 \) can take any value in \([0, 1]\). The wage schedule will be

\[
\begin{align*}
    w(0) &= (1 - \mu) \theta_h + \mu \theta_l \\
    w(1) &= (1 - \mu_1) \theta_h + \mu_1 \theta_l \in [\theta_l, \theta_h].
\end{align*}
\]

Workers’ decisions to not pursue the degree will be supported by this wage schedule if

\[
\begin{align*}
    (1 - \lambda_h)w(1) + \lambda_hw(0) - c_h &\leq w(0) & \text{High Type} \\
    (1 - \lambda_l)w(1) + \lambda_lw(0) - c_l &\leq w(0) & \text{Low Type}
\end{align*}
\]
The two incentive constraints can be rearranged as:

\[(1 - \lambda_h)(w(1) - w(0)) \leq c_h\]
\[(1 - \lambda_l)(w(1) - w(0)) \leq c_l,\]

here \(w(1) - w(0) = (\mu - \mu_1)(\theta_h - \theta_l)\). If \(w(1) \leq w(0)\) – i.e., \(1 \geq \mu_1 \geq \mu\) – the L.H.S of both constraints is non-positive, and given that \(c_h\) and \(c_l\) are strictly positive, the constraints are satisfied; if \(w(1) > w(0)\) – i.e., \(\mu > \mu_1 \geq 0\) – low type’s constraint will be implied by the high type’s. Solving the high type’s constraint, we have:

\[w(1) - w(0) \leq \frac{c_h}{1 - \lambda_h}\]
\[(\mu - \mu_1)(\theta_h - \theta_l) \leq \frac{c_h}{1 - \lambda_h}\]

\[\mu - \mu_1 \leq \frac{c_h}{(1 - \lambda_h)(\theta_h - \theta_l)}\]
\[\mu_1 \geq \mu - \frac{c_h}{(1 - \lambda_h)(\theta_h - \theta_l)}\]

Together with the pre-condition \(\mu > \mu_1 \geq 0\), we have

\[\mu > \mu_1 \geq \mu - \frac{1}{\theta_h - \theta_l} \cdot \frac{c_h}{1 - \lambda_h}\]

Combining with the case \(1 \geq \mu_1 > \mu\), the range of supporting out-of-equilibrium beliefs is

\[1 > \mu_1 \geq \mu - \frac{1}{\theta_h - \theta_l} \cdot \frac{c_h}{1 - \lambda_h}\]
Consider the cases in which the low type’s constraint \((1 - \lambda_l)(w(1) - w(0)) \leq c_l\) is always satisfied no matter what \(\mu_1\) is. That is, for any \(\mu_1 \in [0, 1]\) we should have

\[
\begin{align*}
    w(1) - w(0) &\leq \frac{c_l}{1 - \lambda_l} \\
    (\mu - \mu_1)(\theta_h - \theta_l) &\leq \frac{c_l}{1 - \lambda_l} \\
    \mu - \mu_1 &\leq \frac{c_l}{(1 - \lambda_l)(\theta_h - \theta_l)} \\
    \mu_1 &\geq \mu - \frac{c_l}{(1 - \lambda_l)(\theta_h - \theta_l)}, \quad \forall \mu_1 \in [0, 1] \\
    0 &\geq \mu - \frac{c_l}{(1 - \lambda_l)(\theta_h - \theta_l)} \\
    \frac{c_l}{\theta_h - \theta_l} &\geq \mu(1 - \lambda_l)
\end{align*}
\]

Therefore, if \(\frac{c_l}{\theta_h - \theta_l} \geq \mu(1 - \lambda_l)\), deviating to \(e_l = 1\) is never profitable for the low type no matter how favorable the employer’s out-of-equilibrium belief is. At the same time, if \(\frac{c_l}{\theta_h - \theta_l} < \mu(1 - \lambda_h)\), then deviating to \(e_h = 1\) is profitable for the high-type worker under some favorable belief of employer \([0, \mu - \frac{c_l}{(1 - \lambda_h)(\theta_h - \theta_l)}]\). So, by the Cho-Kreps intuitive criterion, the employer’s out-of-equilibrium belief should be updated to \(\mu_1 = 0\), and he will offer a wage of \(\theta_h\), which will attract the high-type worker away and disturb this pooling equilibrium.

**Separating** \(e_h = 1\) and \(e_l = 0\)

In this case, the high-type workers will pursue the degree while the low type will not. As a result, employers are able to verify productivities for workers with and without the degree and to update their beliefs using Bayes rule:

\[
\mu_0 = \frac{\mu}{\mu + \lambda_h(1 - \mu)}, \quad \mu_1 = 0
\]
Given the updated belief, the wage schedule will be

\[ w(0) = \frac{\lambda_h(1-\mu)}{\mu + \lambda_h(1-\mu)} \cdot \theta_h + \frac{\mu}{\mu + \lambda_h(1-\mu)} \cdot \theta_l, \quad w(1) = \theta_h \]

And for the market to be in equilibrium, the wage schedule will need to sustain workers’ choices:

\[ (1 - \lambda_h)w(1) + \lambda_h w(0) - c_h \geq w(0) \quad \text{High Type} \]
\[ (1 - \lambda_l)w(1) + \lambda_l w(0) - c_l \leq w(0) \quad \text{Low Type} \]

Rearrange the incentive constraints as:

\[ (1 - \lambda_h)(w(1) - w(0)) \geq c_h \quad \text{High Type} \]
\[ (1 - \lambda_l)(w(1) - w(0)) \leq c_l, \quad \text{Low Type} \]

Where \( w(1) - w(0) = \mu_0(\theta_h - \theta_l) = \frac{\mu}{\mu + \lambda_h(1-\mu)}(\theta_h - \theta_l). \) Further simplifying the constraints, we have:

\[ \frac{c_h}{1 - \lambda_h} \leq w(1) - w(0) \leq \frac{c_l}{1 - \lambda_l} \]
\[ \frac{c_h}{1 - \lambda_h} \leq \frac{\mu}{\mu + \lambda_h(1-\mu)}(\theta_h - \theta_l) \leq \frac{c_l}{1 - \lambda_l} \]

So separating equilibrium exists if and only if the parameters satisfy

\[ \frac{c_h}{1 - \lambda_h} \leq \frac{\mu}{\mu + \lambda_h(1-\mu)}(\theta_h - \theta_l) \leq \frac{c_l}{1 - \lambda_l} \]

**Pooling to pursue** \( e_h = e_l = 1 \)

Finally, consider the case in which both types choose to pursue the degree. Although both types of workers choose to pursue the degree, due to a positive failure rate, the employer will still
observe $e_o = 0$ and will be able to update his belief $\mu_0$. In this situation, the employer’s beliefs given observing $e_0 = 1$ and $e_o = 0$ are

$$
\mu_1 = \frac{(1 - \lambda_l)\mu}{(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)}, \quad \mu_0 = \frac{\lambda_l\mu}{\lambda_l\mu + \lambda_h(1 - \mu)}
$$

Given the beliefs, the wage schedule will be

$$
w(e) = \begin{cases} 
(1 - \mu_0)\theta_h + \mu_0\theta_l, & e = 0 \\
(1 - \mu_1)\theta_h + \mu_1\theta_l, & e = 1 
\end{cases}
$$

Note that since we have $\lambda_h < \lambda_l$, it is always the case that $\mu_0 > \mu_1$, as shown below, so $w(1) - w(0) = (\mu_0 - \mu_1)(\theta_h - \theta_l) > 0$.

$$
\mu_0 - \mu_1 = \frac{\lambda_l\mu}{\lambda_l\mu + \lambda_h(1 - \mu)} - \frac{(1 - \lambda_l)\mu}{(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)} \\
= \frac{\lambda_l\mu[(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)] - (1 - \lambda_l)\mu[\lambda_l\mu + \lambda_h(1 - \mu)]}{[(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)][\lambda_l\mu + \lambda_h(1 - \mu)]} \\
= \frac{\lambda_l\mu (1 - \lambda_h)(1 - \mu) - (1 - \lambda_l)\mu \lambda_h (1 - \mu)}{[(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)][\lambda_l\mu + \lambda_h(1 - \mu)]} \\
= \frac{\mu(1 - \mu)(\lambda_l - \lambda_h)}{[(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)][\lambda_l\mu + \lambda_h(1 - \mu)]} > 0
$$

Workers’ incentive constraints can be rearranged as:

$$
(1 - \lambda_h)(w(1) - w(0)) \geq c_h \quad \text{ (For High Productive Worker)}
$$

$$
(1 - \lambda_l)(w(1) - w(0)) \geq c_l \quad \text{ (For Low Productive Worker)}
$$
where \( w(1) - w(0) = (\mu_0 - \mu_1)(\theta_h - \theta_l) > 0 \). Since we also have \( \lambda_h < \lambda_l \) and \( c_h < c_l \), the high type’s constraint is implied by the low type’s:

\[
(1 - \lambda_l)(w(1) - w(0)) \geq c_l
\]

\[
(1 - \lambda_l)(\mu_0 - \mu_1)(\theta_h - \theta_l) \geq c_l
\]

\[
(\mu_0 - \mu_1)(\theta_h - \theta_l) \geq \frac{c_l}{1 - \lambda_l}
\]

When this inequality is not satisfied, pooling at \( e = 1 \) can be avoided; that is:

\[
\frac{c_l}{1 - \lambda_l} \geq (\mu_0 - \mu_1)(\theta_h - \theta_l)
\]

where \( \mu_1 = \frac{(1 - \lambda_l)\mu}{(1 - \lambda_l)\mu + (1 - \lambda_h)(1 - \mu)}, \quad \mu_0 = \frac{\lambda_h \mu}{\lambda_l \mu + \lambda_h (1 - \mu)} \)

Comparing this condition with the condition on \( \frac{c_l}{1 - \lambda_l} \) for existence of a separating equilibrium, we have

\[
\mu_0 - \mu_1 \leq \mu_0 = \frac{\mu}{\mu + \frac{\lambda_h}{\lambda_l}(1 - \mu)} \leq \frac{\mu}{\mu + \lambda_h (1 - \mu)}
\]

Since \( \lambda_l < 1 \), we have \( \frac{\lambda_h}{\lambda_l} > \lambda_h \). This means that, when the separating strategy \( e_h = 1, e_l = 0 \) is an equilibrium strategy, pooling to pursue cannot be an equilibrium.

The last case is the most wasteful; to show this, denote the beliefs in this pooling equilibrium \( \mu_0^{Pool} \) and \( \mu_1^{Pool} \). Educational attainment, in this pooling equilibrium, can act as a weak signal of a worker’s type since we have \( \mu_0^{Pool} > \mu > \mu_1^{Pool} \); that is, the degree status is negatively correlated with a worker’s likelihood to be the low type. However, recall that in the separating equilibrium, the negative relationship is stronger, and, therefore, a degree is a stronger signal since

\[
\mu_0^{Sep} = \frac{\mu}{\mu + \lambda_h (1 - \mu)} > \mu_0^{Pool}, \quad \mu_1^{Sep} = 0 < \mu_1^{Pool}
\]
For given \( c_h \) and \( c_l \), we conclude that pooling to pursue is less efficient than the separating equilibrium, since everyone incurs the cost, but the degree does not convey as much information.\(^1\) The inefficient pooling equilibrium can be avoided by raising the low type’s dropout risk.

**Sequential Equilibrium**

Perfect Bayesian Equilibrium only requires the existence of supporting off-the-equilibrium belief. Sequential equilibrium additionally requires the supporting off-the-equilibrium belief to be consistent in the following sense: there exists a tremble in worker’s strategy so that the off-the-equilibrium beliefs can be reached and updated with Bayes rule, and when the tremble goes to zero, the limit of the off-the-equilibrium beliefs need to converge to the supporting beliefs. Since in the separating equilibrium, both information sets of employers are reached, so the separating equilibrium is sequential equilibrium. Now check the consistency of the supporting off-the-equilibrium for the pooling PBE in which \( e_h = e_l = 0 \).

Let the high type choose \( e_h = 1 \) with probability \( \varepsilon^2 \), and the low type with \( \varepsilon \). Then the off-the-equilibrium belief \( \mu_1 \) can be updated as

\[
\mu_1 = \frac{\mu \varepsilon (1 - \lambda_l)}{\mu \varepsilon (1 - \lambda_l) + (1 - \mu) \varepsilon^2 (1 - \lambda_h)}
\]

When \( \varepsilon \) goes to zero, \( \mu_1 \) goes to 1, which is one of the off-the-equilibrium beliefs that supports the pooling strategy of workers. Hence, the pooling PBE is also a sequential equilibrium of this market.

---

\(^1\)An implicit assumption in this argument is such information is socially valuable. The social value could be the technological innovations in the long run as a result of better match between workers’ abilities and job types. Plus, when discharge of an employee is costly and the employers are risk averse, the elimination of employer’s uncertainty on worker’s type will promote hiring in the labor market.
APPENDIX D

INSTRUCTIONS FOR THE EXPERIMENTS IN CHAPTER 1
Instructions for Part I

Welcome and thank you for participating in this experiment. The experiment has 2 parts; this is the instruction for Part I. Please read the instructions carefully to help you understand the task and earn more money.

In this part, you will trade products in series of markets. In each market, three people will interact with each other: one person plays as the seller who is selling one product, and the other two people will be the buyers who are bidding for this product. The buyer who submits the higher bid will win the product; if the bids are equal, then one buyer will be randomly selected as the winner. A deal will be made between the seller and the winning buyer, at a price equal to the winning bid.

You will trade with other participants for 32 market periods in Part I; you will then proceed to Part II to make some more money before we conclude this experiment and pay your earnings. Instructions for Part II will be given after Part I is completed.

Groups and Roles

All participants will be randomly divided into small groups of 3 people in each period; each small group forms a market. One unit of product will be traded within each market; you will only trade with the 2 partners in your own group. The random grouping procedure will be performed before each period, so keep in mind that you will NOT trade with the same partners in two different periods. IDs of group members will not be disclosed at any time.

Each participant gets to play buyer in some periods, and seller in the other periods. Throughout these 32 periods, your role will change back and forth; generally, you will play consecutively as one role for a few periods before switching to the other. You’ll find out your role as soon as a trading period begins; it will also be highlighted at the top section of your computer screen throughout that period.

Trading in a Market

There are two types of products with high or low quality; each high quality product has a value of $25, and each low quality product has a value of $10. After groups are formed, each seller will get one product to sell. 1/2 of the sellers will get the high quality products; 1/2 sellers will get the low quality ones. The seller will be informed of the quality of the product she gets as soon as a period begins; the 2 buyers will NOT be informed of the quality of the product until the end of each period.

The seller will then decide if she wants to spend $5 to take a quality test on her product: there is 90% chance for the high quality product to pass the test; 10% chance for the low quality product to pass. Upon passing the test, a quality certificate will be issued to the product. Notice that the $5 will be deducted from seller’s profit if she decides to take the test, no matter if the product passes or fails.

Then the product will be placed on the market, and each buyer will need to submit a bid. The buyer with the higher bid wins the product. The buyers can submit the bid in the range of $0 to $30, in multiples of $0.25. Before submitting their bids, the buyers will be informed if the product comes with a certificate, but NOT the seller’s decision. After both buyers submit the bids, they will be informed of the winner as well as the quality of the product in their market in that period.

The product will be sold to the winner at a price equal to his bid. Seller’s profit is equal to this price (that is, the winning bid); minus the $5 cost of test if the seller decided to take the test. The winner of the product will get the product value ($25 or $10, depending on the product that he wins) minus his bid. In addition, both buyers (that is,
also the buyer who did not win the product) receives $8 in every period. Everyone will be informed of their earnings in the current periods before moving on to next period.

The profit of everyone in the market of each period is also shown in the following table:

<table>
<thead>
<tr>
<th>Buyer with lower Bid</th>
<th>$8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buyer with higher Bid</td>
<td>$25 - Bid + $8 if the buyer wins a high quality product</td>
</tr>
<tr>
<td></td>
<td>$10 - Bid + $8 if the buyer wins a low quality product</td>
</tr>
<tr>
<td>Seller</td>
<td>Product Price - $5 if she took the test</td>
</tr>
<tr>
<td></td>
<td>Product Price if she didn’t take the test</td>
</tr>
</tbody>
</table>

The Quality Test

If you are a seller and decide to take the test, you will see a bar with a success region, a failure region and a randomly moving needle. The region of success is 90% of the bar if your product has high quality (Figure 1); the region of success is 10% of the bar if your product has low quality (Figure 2). The needle is equally likely to appear at any position along the bar, and it will stop moving after 5 seconds. If the needle ends up in the success region, your product passes the test and will get a quality certificate; if it ends up in the failure region, your product fails the test and will be placed on the market without a quality certificate.

Summary: a trading period proceeds as follows

- Markets are formed randomly
- Products are distributed to sellers randomly

Then within each market:
- Seller learns the value of her product
- Seller decides whether to take the test
- Product is placed on the market, with or without a quality certificate
- Buyers make bids
- Buyers learn the quality of the product in their market; Seller and buyers learn results and profits

Payment

After Part I is completed, one of these 32 market periods will be randomly chosen by drawing a numbered ball from the bingo cage, and your payoff in the chosen period will be your earnings from Part I. Since you don’t know which period will be chosen, please decide carefully in every period.
Instructions for Part II

In this part of the experiment, you will see pairs of lotteries. Your task is to choose which lottery you prefer to play in each pair. After you make each choice, the lottery of your choice will be played out to determine your payoff in that task. There is no right or wrong answer, simply pick the one you prefer to play.

Each lottery will offer monetary prizes with some probabilities. Different lotteries might differ in prizes and probabilities. You will see one pair of lotteries at a time, and here is an example of what you will see on your computer screen:

![Figure 1](image1.png)

You can tell the chances of winning each prize from the length of same-colored bar and the descriptions below the bar. In Figure 1, **Lottery A** offers $20 with 40% chance, so length of green bar is 40% of the whole bar; it offers $5 with 60% chance, so the red bar is 60% length of the whole bar. **Lottery B** offers a prize of $10 with a 60% chance, so the length of the blue bar is 60% length of the whole bar; it offers a prize of $5 with a 40% chance, so the length of the red bar is the other 40% length of the whole bar. Notice that different lotteries might have these colors matched to different prizes, for example if a lottery involves prizes $20, $15 and $5, they will also be shown in green, blue, red, respectively.

You can choose your preferred lottery by clicking on the corresponding button on the right. After you click OK, you will see your chosen lottery on the screen and a white needle will show up. The needle is equally likely to appear at any position along the bar, and it will stop moving after 5 seconds. The position of the needle ends up in will be the prize you win, and it will be your payoff of this lottery task. For example, if you have chosen Lottery A and the needle in Figure 2 stopped in the red region with $5 on top of it, so the payoff is $5.

![Figure 2](image2.png)

After you make all 20 choices, 20 balls numbered 1 to 20 will be put in the bingo cage; a numbered ball will be randomly drawn, and your payoff in that lottery task will be your earnings in this part. Please choose carefully in each task, as you don’t know which task will be chosen until after all 20 decisions are made.
APPENDIX E

ESTIMATION UNDER THE SWITCHING ASSUMPTION

In this appendix we derive the posterior distribution under the assumption that subjects switch decision modes over the 100 lottery tasks, and present estimation results using the algorithms developed in Section 2.4. Under this switching assumption, the mixture probability \( \rho \) should be interpreted as the proportion of choices that can be characterized as the EUT type, rather than the proportion of subjects. We keep the assumption that there is no individual heterogeneity among subjects: subjects switch between the EUT and CPT modes with the same the mixture probability and have the same preference parameters when using each decision mode.

We simulate a different dataset of 177 subjects’ choices over the same 100 lottery pairs and using the same values of parameters as in Section 2.2 under the switching assumption. We summarize the mixture probability of the EUT type choices and preference parameters for both decision
types as follows:

- Percentage of EUT Choices: $\rho = 0.6$
- EUT CRRA: $r = 0.3$
- EUT Noise: $\mu_{EUT} = 2$
- CPT Gain-Domain CRRA: $\alpha = 0.1$
- CPT Loss-Domain CRRA: $\beta = 0.5$
- CPT Loss Aversion Parameter: $\lambda = 1.8$
- CPT Gain-Domain Weighting Function: $\gamma^+ = 0.8$
- CPT Gain-Domain Weighting Function: $\gamma^- = 0.6$
- CPT Noise: $\mu_{CPT} = 2$

Also assuming that the behavioral noises are identically and independently distributed for all subjects and decisions, the likelihood of an arbitrary subject $i$’s choices $y_i$ is

$$p(y_i|\theta) = \prod_{t=1}^{100} \left[ \rho G(\nabla EU_{it})^{y_u} \cdot (1 - G(\nabla EU_{it}))^{1-y_u} + (1 - \rho)G(\nabla CPU_{it})^{y_u} \cdot (1 - G(\nabla CPU_{it}))^{1-y_u} \right]$$

The likelihood for observing all subjects’ decisions $y = \{y_1, \cdots, y_{177}\}$ is

$$p(y|\theta) = \prod_{i=1}^{177} \prod_{t=1}^{100} \left[ \rho G(\nabla EU_{it})^{y_u} \cdot (1 - G(\nabla EU_{it}))^{1-y_u} + (1 - \rho)G(\nabla CPU_{it})^{y_u} \cdot (1 - G(\nabla CPU_{it}))^{1-y_u} \right]$$

We assume parameters are independently distributed in the prior distribution and use the same non-informative marginal priors as in Equation 2.3 of Section 2.4. Combining prior with likelihood we have the posterior distribution under the switching assumption $p(\theta|y) \propto p(y|\theta)p(\theta)$.

The MCMC algorithms to sample from this posterior distribution are the same with those in Section 2.4 in terms of structures. For the algorithms without data augmentation for allocations in
Section 2.4.1, we only need to substitute the new posterior distribution derived above in evaluating the acceptance probabilities. For the algorithms with data augmentation for allocations in Section 2.4.2, we derive the posterior distributions of allocations, preference parameters and mixture probability below. Under the assumption that subjects switch modes across decisions, this algorithm will require allocating each choice \( y_{it} \) to either EUT or CPT mode.

With some initial value of \( \theta^{(0)} = \{ \rho^{(0)}, r^{(0)}, \mu_{EUT}^{(0)}, \alpha^{(0)}, \beta^{(0)}, \lambda^{(0)}, \gamma^{(0)}, \gamma^{-}(0), \mu_{EUT}^{(0)} \} \), the \( m^{th} \) iteration is:

1. Sample allocation \( S_{it}^{(m)} \) from \( p(S_{it} | y_{it}, \theta^{(m-1)}) \):

\[
Pr(S_{it} = 1 | y_{it}, \theta^{(m-1)}) \propto p(y_{it} | S_{it} = 1, \theta^{(m-1)})Pr(S_{it} = 1 | \theta^{(m-1)})
\]
\[
= p(y_{it} | \theta_{EUT}^{(m-1)}) \rho^{(m-1)}
\]
\[
Pr(S_{it} = 0 | y_{it}, \theta^{(m-1)}) \propto p(y_{it} | S_{it} = 0, \theta^{(m-1)})Pr(S_{it} = 0 | \theta^{(m-1)})
\]
\[
= p(y_{it} | \theta_{CPT}^{(m-1)}) (1 - \rho^{(m-1)})
\]
\[
S_{it} \sim \text{Bernoulli} \left( \frac{Pr(S_{it} = 1 | y_{it}, \theta^{(m-1)})}{Pr(S_{it} = 1 | y_{it}, \theta^{(m-1)}) + Pr(S_{it} = 0 | y_{it}, \theta^{(m-1)})} \right)
\]

Collect the allocations for all the choices in \( S^{(m)} \).

2. Sample parameters \( \theta^{(m)} \) from \( p(\theta^{(m)} | y, S^{(m)}) \):

\[
p(y, S|\theta) = \prod_{i=1}^{177} p(y_{it} | S_{it}, \theta) p(S_{it} | \theta)
\]
\[
= \prod_{\{i,t\}: S_{it}=1} \left( \rho \cdot p(y_{it} | \theta_{EUT}) \right) \times \prod_{\{i,t\}: S_{it}=0} \left( (1 - \rho) \cdot p(y_{it} | \theta_{CPT}) \right)
\]
\[
= \prod_{\{i,t\}: S_{it}=1} p(y_{it} | \theta_{EUT}) \times \prod_{\{i,t\}: S_{it}=0} p(y_{it} | \theta_{CPT}) \times \rho^{N_1} (1 - \rho)^{N_0}
\]

The superscripts for iteration are also dropped here. \( N_1 \) is the number of choices classified as EUT, and \( N_0 \) is the number of choices classified as CPT from step (1). Under the assumption that
parameters are independently distributed in their prior distribution, we have

\[ p(\theta | y, S) \propto p(y, S | \theta) p(\theta) \]

\[ = \prod_{\{i,t\}: S_{it}=1} p(y_{it} | \theta_{EUT}) \cdot p(\theta_{EUT}) \times \prod_{\{i,t\}: S_{it}=0} p(y_{it} | \theta_{CPT}) \cdot p(\theta_{CPT}) \times p^N(1 - \rho)^N_0 \cdot p(\rho) \]

Posterior of EUT Choices \quad Posterior of CPT Choices \quad Posterior of Allocations

Then, in step (2) of the \( m^{th} \) iteration, we can separately sample \( \theta_{EUT}, \theta_{CPT} \) and \( \rho \) from their respective posteriors as in Section 2.4.2.

In contrast to the performance of these algorithms under the no-switching assumption, the algorithms generally fail to converge under the switching assumption with only one exception, the algorithm with no data augmentation for allocations and with the parameters individually updated (the third variant in Section 2.4.1). For the posterior samples with this algorithm, we report the trace plots in Figure E.1, the histograms after burn-in in Figure E.2 and the autocorrelation plots in Figure E.3. Generally, the MCMC samples have higher autocorrelations and lower efficiencies compared to those under the no-switching assumption. We report summary statistics in Table E.1. We find that the true parameters are generally within the 90% confidence intervals, despite that the loss-domain probability weighting parameter \( \gamma^- \) is very close to the upper bound.

We also apply the algorithms with the posterior distribution under switching assumption to the analysis of observed choice data. Again, we only observe convergence with the algorithm without label augmentation and with the parameters individually updated converges. We report summary statistics in Table E.2. We provide the trace plots in Figure E.4, the histograms in Figure E.5 and the autocorrelation plots in Figure E.6. Under the switching assumption, we find that 29.5% of all choices can be characterized as the EUT type, while under the no-switching assumption, 56.5% of all subjects can be characterized as the EUT type. We find higher levels of risk aversion among the EUT type choices, in contrast to the moderate risk aversion among the EUT type subjects under the no-switching assumption. Among the CPT type choices, we find virtually no evidence of loss aversion, and find over-estimation of probabilities with extreme outcomes only in the gain-domain.
### Table E.1: Estimation Results Using Simulated Subject Choices under Switching Assumption

<table>
<thead>
<tr>
<th>Parameters</th>
<th>True Values</th>
<th>Metropolis Hasting Without Label Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.6</td>
<td>0.643</td>
</tr>
<tr>
<td>$r$</td>
<td>0.3</td>
<td>0.287</td>
</tr>
<tr>
<td>$\mu_{EUT}$</td>
<td>2.0</td>
<td>2.263</td>
</tr>
<tr>
<td>$a$</td>
<td>0.1</td>
<td>0.094</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.5</td>
<td>0.486</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1.8</td>
<td>1.831</td>
</tr>
<tr>
<td>$\gamma^+$</td>
<td>0.8</td>
<td>0.785</td>
</tr>
<tr>
<td>$\gamma^-$</td>
<td>0.6</td>
<td>0.424</td>
</tr>
<tr>
<td>$\mu_{CPT}$</td>
<td>2.0</td>
<td>1.647</td>
</tr>
</tbody>
</table>

### Table E.2: Estimation Results Using Observed Subject Choices under Switching Assumption

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean</th>
<th>S.D.</th>
<th>5% Quantile</th>
<th>95% Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.295</td>
<td>0.011</td>
<td>0.277</td>
<td>0.314</td>
</tr>
<tr>
<td>$r$</td>
<td>0.854</td>
<td>0.001</td>
<td>0.852</td>
<td>0.856</td>
</tr>
<tr>
<td>$\mu_{EUT}$</td>
<td>0.074</td>
<td>0.009</td>
<td>0.062</td>
<td>0.090</td>
</tr>
<tr>
<td>$a$</td>
<td>0.113</td>
<td>0.023</td>
<td>0.072</td>
<td>0.151</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.145</td>
<td>0.022</td>
<td>0.109</td>
<td>0.181</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1.038</td>
<td>0.034</td>
<td>0.985</td>
<td>1.096</td>
</tr>
<tr>
<td>$\gamma^+$</td>
<td>0.730</td>
<td>0.014</td>
<td>0.706</td>
<td>0.754</td>
</tr>
<tr>
<td>$\gamma^-$</td>
<td>0.949</td>
<td>0.036</td>
<td>0.893</td>
<td>1.010</td>
</tr>
<tr>
<td>$\mu_{CPT}$</td>
<td>4.031</td>
<td>0.327</td>
<td>3.533</td>
<td>4.606</td>
</tr>
</tbody>
</table>
In Figures E.1, E.2 and E.3: Observed subjects’ choices from Harrison and Swarthout (2016) are used.

In Figures E.1, E.2 and E.3: Assume subjects switch between EUT and CPT.

The mean and standard deviation for each sample are noted above each panel.

Figure E.1: Trace Plots of Metropolis Hastings Samples Based on Simulated Observations under Switching Assumption

---

1 In Figures E.1, E.2 and E.3: Observed subjects’ choices from Harrison and Swarthout (2016) are used.
2 In Figures E.1, E.2 and E.3: Assume subjects switch between EUT and CPT.
3 The mean and standard deviation for each sample are noted above each panel.
Figure E.2: Histograms of Metropolis Hastings Samples Based on Simulated Observations under Switching Assumption

Figure E.3: Autocorrelation of MH Sample Based on Simulated Observations under Switching Assumption
In Figures E.4, E.5 and E.6: Observed subjects’ choices from Harrison and Swarthout (2016) are used.

In Figures E.4, E.5 and E.6: Assume subjects switch between EUT and CPT.

The mean and standard deviation for each sample are noted above each panel.

Figure E.4: Trace Plots of Metropolis Hastings Samples Using Observed Subject Choices under Switching Assumption

---

1 In Figures E.4, E.5 and E.6: Observed subjects’ choices from Harrison and Swarthout (2016) are used.
2 In Figures E.4, E.5 and E.6: Assume subjects switch between EUT and CPT.
3 The mean and standard deviation for each sample are noted above each panel.
Figure E.5: Histograms of Metropolis Hastings Samples Using Observed Subject Choices under Switching Assumption

Figure E.6: Autocorrelation Plots of Metropolis Hastings Samples Using Observed Subject Choices under Switching Assumption
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