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Figure 4.3. An example of sub-tasks in one round.

(a) (b)

Figure 4.4. (a) The social cost of two auction mechanisms in continuous working pattern;
(b) The running time of two auction mechanisms in continuous working pattern. VCG:
Vickrey–Clarke–Groves.

(a) (b)

Figure 4.5. (a) The utility of MUD 2 and MUD 3 by VCG-based auction mechanism in
continuous working case; (b) The utility of MUD 9 and MUD 17 by suboptimal auction
mechanism in continuous working case.
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(a) (b)

Figure 4.6. (a) The social cost of suboptimal auction mechanism in discontinuous working
pattern; (b) The running time of suboptimal auction mechanism in discontinuous working
pattern.

Figure 4.7. The utility of MUD 16 and MUD 19 by suboptimal auction mechanism in
discontinuous case.
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Chapter 5

PRACTICAL INCENTIVE MECHANISMS FOR IOT-BASED MOBILE

CROWDSENSING SYSTEMS

5.1 Introduction

The highly distributed paradigm Internet of Thing (IoT) extends ubiquity of the Internet

through integrating every terminal for interaction via embedded systems, in which all the

physical terminals can collect and exchange data. IoT will be the fast-growing, largest market

potential and the most attractive emerging economy according to the Top 10 Predictions of

2014 by Gartner. In IoT, the new emerging techniques integrate multiple types of sensors and

high-performance processors into physical terminals, e.g., smartphones (iPhones, Sumsung

Galaxy, etc.), tablets (iPad, etc.), and vehicle-embedded sensing terminals (GPS). These

mobile terminals can be used to sense and collect data, so that become data sources. All

above mentioned properties make IoT a perfect choice for the Mobile Crowdsening System

(MCS). In an MCS, a complicated sensing job is divided into several simpler tasks. Each

participated mobile physical terminal can undertake one or more simpler sensing tasks. The

most attractive properties of MCSs is that it aims at letting the regular mobile physical

terminals work for the complicated job, while keeping the users of these mobile physical

terminals unconscious. In tradition, however, the job must be done by professional experts

and the sensors have to be deployed in advance.

The MCSs have already been applied to our daily life. It can be used to collect infor-

mation around the city and then contributes to the intelligent operation of public services.

In detail, it tracks public vehicles and map bumps on the road for the urban transportation

systems in a city. The Microblogs provide a mechanism where mobile physical terminals can

share their information (like travel, restaurants, and news) through a universal platform.

Then, the center server in the platform processes and analyzes the shared data and provides



54

an alternative solution for problems or helps to make decisions. MCSs can also be used

in surveillance applications, such as monitoring pollution levels or traffic, measuring water

levels, and collecting wildlife habitats. Practical surveillance applications include Common

Sense and CreekWatch [62–72].

However, users of these mobile physical terminals participating in an MCS will suffer

from extra resource consumption (battery and computing capacities) and the risk of privacy

exposure (location exposure). So effective and efficient incentive mechanisms are needed

in MCSs to attract enough mobile physical terminals’ participation. A common strategy

designed in MCSs is to give rewards to participated users as compensation and stimulation.

Lots of works can be found on incentive mechanisms and most of them are based on game

theory. We classify the existing works into two categories: the offline incentive mechanisms

and the online incentive mechanisms. The former will collect the information of all partici-

pants before making the decision, while the latter decides whether to accept a new arriving

participant sequentially without the information of next following participants. After ana-

lyzing these existing works, we find they are not appropriate to surveillance applications for

the following reasons: i) the tasks allocation algorithms are unfair over the time dimension.

Most of the surveillance applications require continuous sensing information for a period of

time. Taking the noise level monitoring application as an example, if a cloud center wants to

surveil the noise level of a place, it expects to get noise data of the place for a period of time.

Generally speaking, more than one mobile physical terminal will participate in the sensing

task. It is better to evenly schedule sensing tasks among a set of mobile physical terminals

over the particular period of time. However, mechanisms proposed in existing works [1] may

lead to the situation that several mobile physical objects are assigned to sense the noise at

the same time incidentally. ii) existing mechanisms require deep interaction between partic-

ipated users and their mobile physical terminals. That is, sometimes participated users are

required to pay lots of attention to their devices or forced to change their own schedule when

working for the MCS. For example, the working schedules of users are decided by the MCS.

The significant advantage of MCSs over Wireless Senor Networks (WSNs) is that we don’t
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need to deploy the sensors or workers in advance. However, the required deep interaction

will interfere participants’ original plan which should be avoided. The incentive mechanisms

investigated in this work try to overcome the two weaknesses.

We consider an MCS on surveillance applications from both the time and space di-

mensions. Each sensing task published by the MCS is tagged with a location requirement

and a period of time requirement. Once being published, the sensing task is required to

be done multiple times over the time period at the specific location. For fairness over the

time dimension, a time period is divided into smaller time slots and the sensing task will

be processed periodically over these time slots. The participants of the MCS are the mobile

vehicles with sensors installed and are able to work for sensing tasks. The device on the

vehicle will communicate with cloud servers by 3G or LTE techniques. The drivers of these

vehicles are general office workers commuting between home and office. Their routes are

relatively stable and they will let the servers know their routes in advance. When a vehicle

passes through a location where a sensing task is required, the sensors can work for the

sensing task automatically. The objective of the MCS is to select a set of qualified vehicles

with devices so that as many tasks can be done evenly over time.

In this paper, we first design an offline incentive mechanism where the proportional

share allocation rule is applied. Then we consider the realistic situations and propose online

auction mechanisms where each winner vehicle will be decided relying on the information of

the vehicle itself and the vehicles arriving before it. The contributions of this paper are as

follows [73]:

• We first discuss and investigate the importance of unconsciousness in MCSs and get

the conclusion that the frequencies of interaction between participants and cloud center

should be minimized.

• We introduce the MCS model on surveillance applications. After that, the design of in-

centive mechanisms under the offline and online cases are designed. The task allocation

algorithms are implemented fairly considering practical property requirements.
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Figure 5.1. An overview of a Mobile Crowdsensing System (MCS).

• In order to improve the performance of the online incentive mechanism, we relax the

truthfulness and unconsciousness requirements and propose a (ε, µ)-unconsciousness

online incentive mechanism.

In the rest of the paper, we present and discuss previous works in section ??. Then the

MCS system model and problem are formulated in section 5.2. Incentive mechanisms for

the offline and online cases are introduced in section 5.3 and section 5.4, respectively. We

evaluate the performance of these proposed incentive mechanisms in section 5.5 and conclude

the paper in section 5.6.

5.2 System model and problem formulation

5.2.1 Problem Formulation

Considering a Mobile Crowdsensing System (MCS) (as shown in Fig. 5.1) which is

able to undertake sensing tasks such like traffic surveillance and environmental pollution

monitoring. In the MCS, a Crowdsensing Platform (CP) publishes a set of sensing tasks

Γ = {τ1, τ2, ..., τm} (|Γ| = m). Each sensing task τ ∈ Γ is defined by a collection of features:

τ = (lτ , rτ ),
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where lτ ∈ L specifies the location of the sensing task and L represents the set of locations

which are along routes. rτ represents the reward that the CP would like to pay if the sensing

task τ is done. Each sensing task in Γ is required to be sensed during time T . For simplicity,

T is divided into multiple time slots T = {t1, t2, ..., t|T |}. Let V = {v1, v2, ..., vn} be the

set of Mobile Vehicles with Devices (MVDs). These mobile vehicles move on routes and

will pass through one or more locations of sensing tasks. Corresponding sensing tasks will

be performed by the devices installed on MVDs automatically. Given an MVD v ∈ V , its

features can be denoted as

v = {ρv, cv, γv},

where ρv is the route of v and is defined as discrete location-time points information

ρv = {(lav , tav), (l1v, t1v), ..., (liv, tiv), ..., (ldv , tdv)}. Each element (liv, t
i
v) in ρv indicates v will pass

through location lv at time slot tiv by estimation. (lav , t
a
v) and (ldv , t

d
v) are used to represent

v’s starting and destination location-time points, respectively. Assume a vehicle would not

visit a location more than once in T . An MVD is able to finish any sensing task if the MVD

passes through the location of the sensing task. Let cv be the cost of v if v works for all the

sensing tasks located in its route. γv is v’s driving speed which determines how many time

slots are required for v to move between any two different sensing tasks.

All these surveillance sensing tasks (traffic surveillance or environmental pollution mon-

itoring) require to be sensed multiple times in T. However, it is difficult to persuade an

MVD to stay at a location without influencing its original routine. Alternatively, a sensing

task could be sensed multiple times by different MVDs over different time slots. We call the

number of times a sensing task required to be sensed as its space-time coverage requirement.

To be fair, for each sensing task, its space-time coverage requirement is distributed over the

time slots in T evenly. Matrix F = [fτ,t] ∈ (0, 1)Γ×T is used to represent the space-time

coverage requirements of all sensing tasks over the time dimension. For example, fτ,t = 1

represents that the sensing task τ needs to be sensed once in time slot t. Otherwise, fτ,t = 0.

The objective of the CP is to choose winner MVDs, set W that can reach the best coverage
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requirements over all sensing tasks. The problem can be defined as,

Maximize
∑
v∈W

∑
τ∈Γ

∑
t∈T

fτ,txv,τ,t

s.t. xv,τ,t ∈ {0, 1}

∑
v∈V

xv,τ,t ≤ fτ,t, ∀ τ ∈ Γ, t ∈ T

W ⊆ V

(5.1)

where W is the winner MVDs. Matrix xv = [xv,τ,t] ∈ (0, 1)Γ×T represents the allocated

working schedule for v. xv,τ,t = 1 indicates v is allocated to work for sensing task τ in time

slot t, otherwise xv,τ,t = 0. The second constraint specifies that a sensing task should be

allocated to no more than one MVD in a specific time slot.

5.2.2 Reverse Auction Model Design

Working for sensing tasks brings extra battery consumption, hardware loss and privacy

threats to MVDs. Therefore, the winner MVDs expect to receive monetary rewards from

the CP as stimulation and compensation. We apply reverse auction model to the interaction

between the CP and MVDs, where the CP acts as the buyer and auctioneer at the same

time. The roles of MVDs in the model are sellers.

After the CP publishes the sensing tasks, each v ∈ V submits its bid, which can be

denoted as,

bv = {ρ̂v, Av}

where ρ̂v is the set of location-time points that v will pass through. Av is the asking price

when v is selected as a winner to work for these sensing tasks on its route. If the reverse

auction mechanism is truthful, ρ̂v = ρv and Av = cv. That is all MVDs will submit their
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real route and take the asking price as their base price. Assume, all MVDs are single-minded

(Definition 1) so that they have simple cost functions.

Definition 1. A cost function c(·) is called single-minded if there exists a sensing tasks’

allocation S∗ ⊆ Γ and a cost c∗ such that c(S) = c∗ for any S ⊆ S∗ ⊆ Γ and c(S) = ∞ for

all other S.

For each MVD v ∈ V in our model, S∗ = {(τ, t)|(τ, t) ∈ ρv} is the set of sensing tasks

can be done by v and S denotes the sensing tasks allocated to v by the CP when v wins in

the auction. Therefore, once a winner v is allocated any set of sensing tasks which v is able

to sense, its cost is a consent value. If the allocated sensing task set includes one or more

sensing tasks which v can not sense, v will reject the allocation and the cost of v is set as

infinity for clarity. Each v sets its bid according to the strategy aiming to maximize its own

utility. Uv is used to denote the utility of v and defined as:

Uv =


pv − cv vv wins,

0 otherwise.

(5.2)

Generally speaking, the incentive mechanism should satisfy several properties to guar-

antee its efficiency and effectiveness.

Individual Rationality. Because all MVDs are self-interest to benefit themselves, the

utility of any v ∈ V should be non-negative: Uv ≥ 0.

Truthfulness. An auction mechanism is called truthful if all MVDs bid with their true

value (real cost). The utility of vj will be maximized when it reports true values in its bid

and vj cannot improve its utility through any misreport:

Uvj(bvj ,bv−j) ≥ Uvj(b̂vj ,bv−j), (5.3)

where, bv−j = {bv1 , ... , bvj−1
, bvj+1

, ... , bvn} represents the set of truthful bids of all

MVDs excluding vj. bvj is the truthful bid of vvj , and b̂vj 6= bvj . If an auction mechanism
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satisfies this property, Nash Equilibrium exists.The misreports of first value (route) in a

bid can be easily detected by the CP through the submitted results of their works. Thus

the truthfulness of the first value is guaranteed. We focus on the truthfulness of the second

value in a bid: asking price.

Budget Balance. The upper bound of the total payments for all the MVD winners

is B=
∑
τ∈Γ

rτ , and we call B as the budget constraint of the CP. In other word, the auction

mechanism should be budget balance: B ≥
∑
v∈W

pv.

Unconsciousness. Participation for the MCS are subordinate to MVDs’ original tar-

get. In detail, the route of each MVD has been scheduled before the CP publishes the sensing

tasks. An MVD will not change its route for the reward. On the other hand, when an MVD

passes through the location of a sensing task, the sensors installed on the MVD should work

automatically without requiring operation from the driver. We call this kind of participation

as unconsciousness.

Computational Efficiency. An auction mechanism is considered computationally

efficient if the task allocation and payment decision can be implemented in polynomial time.

When the above properties are all satisfied, an auction mechanism can be considered

as useful. Without individual rationality, an MVD may receive negative utility, and refuses

to participate in the MCS. Then, because the cv in bid bv is private to v, the CP wouldn’t

know it. If an auction mechanism is truthful, all MVDs just need to bid with their true

costs: Ai = ci, which not only simplify the strategies, but also avoid possible manipulation

from some MVDs. Budget balance make all winner MVDs get their deserved payments.

Unconsciousness attracts more MVDs to participate in the MCS. Finally, computational

efficiency will guarantee that the auction mechanism can be practically implemented.
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Figure 5.2. Offline interaction process between the CP and MVDs.

5.3 Offline auction mechanism

5.3.1 Offline Working Process of MCSs

In this section, we first focus on the design of offline incentive mechanisms. The working

process of an offline MCS can be divided into three stages: publishing stage, auction stage

and working stage, as shown in Fig. 5.2.

Publishing stage. In this stage, the CP decides the sensing tasks that it plans to finish

within T . Then it publishes the description of these sensing tasks among the MVDs.

Auction stage. After receiving requirements of sensing tasks and their description, each

MVD generates location-time points sequence according to its original scheduled route. The

sequence of location-time points implies the set of sensing tasks an MVD can take. If an

MVD is able to work for a set of sensing task τ , it will further evaluate the cost caused by

them. An MVD calculates its cost as the base price and submits a bid to the CP. The bid

submitted by an MVD consists of its location-time points sequence and the base price. After

receiving bids from all participating MVDs, the CP will choose a set of winner, make the

work schedule, determine each winner’s reward and then announce the auction result to all

participated MVDs.

Working stage. According to the working schedules, each MVD winner will be activated

by the CP while passing through a specific location at a specific time. The reward is given

to an MVD once it finishes all allocated sensing tasks.

In this work, our focus is the design of efficient and effective incentive mechanisms

during the auction stage. The other two stages are omitted.
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5.3.2 Modified Proportional Share Auction Mechanism

The design of an offline incentive mechanism for problem (5.1) is more complex than our

past work because the consideration of the budget balance property. We rewrite the problem

function in (1) as a new form g(W ) = | ∪
v∈W

S∗v |, where S∗v = {(τ, t)|(τ, t ∈ ρv, fτ,t = 1)} and

find an interesting point: it is a nondecreasing submodular function.

Definition 2. A function h(·) is submodular if:

h(ω ∪ {v})− h(ω) ≥ h(X ∪ {v})− h(X),

where Λ is a finite set, ω ⊆ X ⊆ Λ and v ∈ Λ\X, and h(·) : 2V → R+.

Theorem 13. The objective function g(W ) is a nondecreasing submodular function.

Proof: For any W ⊆ X ⊆ V and v ∈ V \X, there have ∪
v′∈W

S∗v′ ⊆ ∪
v′∈X

S∗v′ and S∗v ∩

( ∪
v′∈W

S∗v′) ⊆ S∗v ∩ ( ∪
v′∈X

S∗v′), so we can get

g(W ∪ v)− g(W ) = |S∗v | − |S∗v ∩ ( ∪
v′∈W

S∗v′)|

≥ |S∗v | − |S∗v ∩ ( ∪
v′∈X

S∗v′)|

= g(X ∪ v)− g(X).

Then,it is easy to obtain a conclusion

g(X)− g(W ) = |( ∪
v′∈X\W

S∗v′) ∩ ( ∪
v∈W

S∗v)| ≥ 0,

so g(W ) is nondecreasing.

Based on the above analysis, we apply the modified proportional share auction mecha-

nism proposed in [74], which is based on the proportional share allocation rule. The auction

mechanism has two stages: winner set determination and payment decision.
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Algorithm 8: Winner set determination

input : {B; F ; (bv, v ∈ V )}
output: {W ; pv and xv, v ∈ W}

1 Initialization:

2 W = ∅, v ← arg maxv′∈V (gv′(W )/Av′).
3 xv,τ,t = 0, ∀v ∈ V , τ ∈ Γ, t ∈ T ;
4 yτ,t = 0, ∀τ ∈ Γ, t ∈ T .
5 while Av ≤ gv(W )B

g(W∪v)
do

6 W = W ∪ v;
7 v ← arg maxv′∈V \W (gv′(W )/Av′). for each (lv, tv) ∈ ρv, each τ ∈ Γ do
8 if lτ is same to lv and yτ,tv == 0 then
9 xv,τ,tv = 1, yτ,tv = 1.

The winner set determination process is shown in algorithm 1, where gv(W ) denotes

the marginal contribution of v to the coverage requirements, and is calculated as:

gv(W ) = g(W ∪ v)− g(W ).

The winner set determination algorithm iteratively selects the MVD who has the largest

marginal contribution to the coverage requirement until condition Av ≤ gv(W )B
g(W∪v)

becomes

false.

Once the winner set is identified, payment of each winner v in W will be calculated as

follows. Firstly, sort all vj ∈ W\v in the non-increasing sorting as,

g−vv1 (O0)

Av1
≥
g−vv2 (O1)

Av2
≥ ...

g−vvj (Oj−1)

Avj
≥ ...

g−vvn−1
(On−2)

Avn−1

, (5.4)

where Oj represents the set of first j MVDs in the sorting result (O0 = ∅) and g−vvj (Oj−1) is

the marginal contribution of vj when v is removed. Then find the MVD v′ ∈ W\v in the

position z of the sorting result which satisfies Avz ≤
g−vvz (Oz−1)B

g(Oz)
. The payment of v will be



64

t
Publication

Stage

Auction  Stage

&
Working Stage

Figure 5.3. Online interaction process between the CP and MVDs.

determined by,

pv = max
j∈[1,2,...,z+1]

{min{
g−vv(j)(Oj−1)Avj

gvj(Oj−1)
,

g−vv(j)B

g(Oj−1 ∪ {v})
}}, (5.5)

where g−vv(j)(Oj−1) = g(Oj−1 ∪ {v}) − g(Oj−1) represents the marginal contribution of v at

position j in the sorting result.

Theorem 14. The modified proportional share auction mechanism satisfies: individual ra-

tionality, truthfulness, Budget Balance, and computational efficiency [74].

Theorem 15. Participation in the MCS are unconscious to all MVDs.

Proof: The working scheduling for each winner MVD is on its predefined route and the

MVD will be triggered automatically, so theorem 15 is true.

5.4 Online reverse auction mechanism

5.4.1 Online Working Process of MCSs

In this section, we try to solve the problem formulated in section 5.2 online. Compared

with the offline interactions process in MCSs, the online interaction between the CP and

MVDs are more flexible. The auction stage and working stage are mixed, as shown in Fig.

5.3. The CP will publish the sensing tasks in advance. Then for any MVD, it can participate

in the MCS and submit its bid at anytime within T . Once the CP receives the bid, it will

immediately determine whether the MVD wins or not. If the MVD wins, the CP will make

the working schedule and determine the payment for this MVD. Then the MVD will work
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for the sensing tasks according to the received working schedule. After all scheduled sensing

tasks are done, the CP will make payment to the MVD.

5.4.2 Simple Online Incentive Mechanism

When design online incentive mechanisms, one precondition should be kept in mind:

the CP has no knowledge about the upcoming MVDs and isn’t able to make predictions

about that. In order to satisfy these property requirements discussed in section 5.2, we

first propose a simple online incentive mechanism, which is also based on the proportional

share allocation rule as shown in algorithm 2. For each new coming v, we first calculates a

temporary payment p′v for v which is proportional to the marginal contribution of v over all

coverage requirements (line (1)). If p′v isn’t smaller than the asking price Av, v will win. Its

payment pv = p′v and its working schedule will be set (line (5-6)).

Algorithm 9: Simple Online Incentive Mechanism (Simple−OIM)

input : {B; F ; W ; bv; Y }
output: {W ; pv; xv; Y ; B}

1 p′v = gv(W )
g(F)

B; pv = 0;

2 if p′v ≥ Av then
3 W = W ∪ v, pv = p′v;
4 for each (lv, tv) ∈ ρv, each τ ∈ Γ do
5 if lτ is same to lv and yτ,tv == 0 then
6 xv,τ,tv = 1, yτ,tv = 1, B = B − pv;

As shown in theorem 4, the simple auction mechanism presented in algorithm 2 satisfies

all the desired auction mechanism properties proposed in section 5.2.

Theorem 16. Simple-OIM satisfies the desired individual rationality, truthfulness, budget

balance, unconsciousness and computational efficiency.

Proof: Individual rationality : an MVD becomes a winner only under the condition that

p′v ≥ Av, then there always has Uv = pv −Av ≥ 0 because pv = p′v. So individual rationality
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property is guaranteed;

Truthfulness : an MVD v wins in the case that p′v = gv(W )
g(F)

B ≥ Av. If v bids with

A′v ≤ Av, it will still win. Thus we can say the incentive mechanism in algorithm 2 is

monotone. On the other hand, if Av ≤ p′v, v will win with payment pv = p′v. v will lose

otherwise. So p′v can be regarded as the critical value for v. Therefore, according the theorem

5, algorithm 2 is truthfulness;

Budget balance: for each winner v ∈ W , its payment is calculated based on line (1) of

algorithm 2 and it is easy to get
∑
v∈W

pv =
∑
v∈W

gv(W )
g(F )

B ≤ B;

Unconsciousness : the route of each MVD doesn’t change due to its participation in

the MCS and the mobile physical objects of winner MVDs will be triggered automatically

according to their working schedules;

Computational efficiency : the number of location-time points in ρv is bounded by m.

So the time complexity of algorithm 2 is O(m ∗m).

Theorem 17. An incentive mechanism is truthful if and only if it is monotone and the

payment for each winner is a critical value [61].

5.4.3 (ε, µ)-unconsciousness Online Incentive Mechanism

Simple-OIM is simple and able to determine the winner MVD set and make payment

decision. In order to further improve the performance, a new online incentive mechanism is

proposed which targets at covering more sensing tasks over time with relaxed truthfulness

and unconsciousness requirements. Our new online incentive mechanism is motivated by

the following two facts. First, most of the incentive mechanisms achieve truthfulness at the

expense of effectiveness. Our objective is to get as many sensing tasks covered over time as

possible within a limited budget. Based on this concern, the real cost of each MVD is not

crucial to the CP. Second, the most sensitive information of a route are the source location,

destination location, and the total time duration. Taking a commuter as an example. Most

of the time, a commuter will drive from home in the morning. He or she should arrive at

office within a specific time duration. With a reasonable reward, the commuter probably
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accepts to take a new route from home to the office if the commuting time isn’t extended

strongly. Thus, the idea of the new online incentive mechanism is to recommend another

alternative candidate route for losing MVDs based on Simple-OIM. The candidate route

should maintain the lowest influence on the participating MVDs’ unconsciousness. One step

further, the candidate route should be as close to the original route of the commuter as

possible. In this way, more sensing tasks are expected to be covered by MVDs over time and

the utility of the losing MVD can also be increased if it accepts the recommended candidate

route. So the decision of candidate route is a trade-off between utility and effectiveness. For

simplicity, two new definitions are introduced here.

Definition 3. (ε, µ)-Potential Route (ρ(ε,µ)). The ρ(ε,µ) of route ρ={(l0, t0), (l1, t1), ..., (l|ρ|, t|ρ|)}

should satisfy:

i) ρ and ρ(ε,µ) should start at the same location-time points and end at the same destinations.

ii) the similarly degree between ρ and ρ(ε,µ) should be larger than ε (ε ∈ [0, 1]). The similarity

degree is calculated as,

|{l = l′|l ∈ (l, t) and (l, t) ∈ ρ, l′ ∈ (l′, t′) and (l′, t′) ∈ ρ(ε,µ)}|
|{l|l ∈ (l, t) and (l, t) ∈ ρ}|

, (5.6)

where l = l′ means that l and l′ are the same location.

iii) the total travel time of ρ(ε,µ) is no more than the total travel time of ρ plus a delay

tolerance threshold µ (µ ≥ 0),

(

|ρ(ε,µ)|∑
n=1,

(ln,tn)∈ρ(ε,µ)

(tn − tn−1))−
|ρ|∑
n=1,

(ln,tn)∈ρ

(tn − tn−1) ≤ µ. (5.7)

Definition 4. Candidate Route (CR). ∆
(ε,ρ)
ρ represents the set of potential routes for ρ.

Candidate route ρCR in ∆
(ε,ρ)
ρ is the (ε, µ)-Potential Route of ρ with largest marginal con-

tributions, that is ρCR ← arg max
ρ(ε,µ)∈∆

(ε,ρ)
ρ

(gρ(ε,µ)(W )).
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Based on the above discussion, we propose an online incentive mechanism: (ε, µ )-OIM.

For each v, let a symmetric matrix Dv = [dvl,l′ ] ∈ [Z+]L×L represent the number of time slots

needed by v to travel between any two locations in L. Specifically, values of Dv are based

on the speed of v, denoted by γv. In the online incentive mechanism, each v submits its bid

in a new form:

bv = {ρv, Av, Dv}.

The detailed design of (ε ,µ )-OIM is shown in algorithm 3. It first applies the Simple-

OIM for each new coming v (line (1)). If v wins, v’s payment and work schedule will be

decided by the Simple-OIM. Otherwise, a candidate route will be found by tweaked Depth

First Search (DFS) and recommended to v (line (3)). Here the tweaked DFS is a traversal

algorithm which can find all routes between two specific locations. If the candidate route

exists, the payment and work schedule of v is decided as shown in line (6-12).

Algorithm 10: (ε, µ)-unconsciousness Online Incentive Mechanism ((ε, µ)−OIM)

input : {B; F ; W ; bv; Y ; ε; µ}
output: {W ; pv; xv; Y ; B}

1 (B, W , pv, Y , xv)=Simple−OIM(B, F , W , bv, Y );
2 if v /∈ W then
3 Adopt the tweaked Depth F irst Search to find the candidate route ρCRv for v;

4 if
g
ρ(ε,µ)

(W )

g(F )
B ≥ Av then

5 pv =
g
ρ(ε,µ)

(W )

g(F )
B

6 W = W ∪ v;
7 for each (lv, tv) ∈ ρCRv , each τ ∈ Γ do
8 if lτ is same to lv and yτ,tv == 0 then
9 xv,τ,tv = 1, yτ,tv = 1, B = B − pv;

(ε, µ)-OIM gives MVDs who lose in the Simple-OIM another opportunity to win. This

leads to more MVDs working for the CP and more tasks can be done.

Theorem 18. (ε, µ)-OIM satisfies the individual rationality, budget balance, and (ε, µ)-

unconsciousness property requirements.



69

Figure 5.4. The locations distribution of tasks over Atlanta metropolitan area
(30km*40km).

Proof: The proof is similar to theorem 4.

5.5 Performance evaluation

5.5.1 Evaluation of the offline case

The sensing region is 30km*40km and located in the Atlanta metropolitan area. We

mark 22 popular locations within the region in Google map as sensing task locations (shown

in Fig. 5.4). Then the budget B varies from 2000 to 14000. The number of MVDs varies

from 50 to 250. For each MVD, its speed and cost are randomly generated from [25km/h,

60km/h] and [10, 30], respectively. The total time (T = 2.5h) is divided into 150 time slots.

The route of each MVD is a sequence of locations on the map and the time at when the

MVD will pass through them is obtained based on its speed. One step further, the starting

time of the route is distributed over T .

The total number of tasks covered by winner MVDs in the offline incentive mechanism

is shown in Fig. 5.5. We observe that more tasks can be done with the increase of either
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Figure 5.5. The total number of tasks covered by the offline incentive mechanism.
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Figure 5.6. (a)The location-time points coverage by offline incentive mechanism. (b)The
location-time points coverage.

the number of MVDs or the budget, respectively. Secondly, we compare the coverage of

sensing tasks in our proposed offline incentive mechanism with the mechanism which hasn’t

considered the time dimension. The results are shown in Fig. 5.6(a) and 5.6(b), separately.

We can see the covered location-time points in Fig. 5.6(a) is denser than that in Fig. 5.6(b)

by about 20 percent. The result shows that the offline incentive mechanism in our paper

gets more sensing tasks done over the space and time dimensions. The reason for the sparse

coverage in Fig. 5.6(b) is the overlapping: a sensing task may be covered by more than one

MVD at a specific time slot.
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Figure 5.7. The coverage of online incentive mechanisms

Figure 5.8. The average running time of online incentive mechanisms.
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5.5.2 Evaluation of the online case

To evaluate the performance of online incentive mechanisms designed in this paper,

we take the secretary mechanism as a benchmark which is based on the classical secretary

algorithm. That can be summarized as:

Secretary mechanism. Let the first k arrived MVDs as set K, reject the MVDs in K, and

calculate δ = max
v∈K
{gv(K)

cv
} as threshold. Then for each new coming MVD denoted as v′ which

satisfies
gv′ (w)

cv′
≥ δ, calculate its temporary payment p′v′ =

gv′ (w)

δ
. v′ will be selected as a

winner (W = W ∪ v′) with payment pv′ = p′v′ if pv′ +
∑
v∈W

pv ≤ B.

The experimental setup of the online case is similar to the offline case. The MVDs

are required to submit bids at their starting time. We first compare the number of sensing

tasks covered by winner MVDs over time obtained from the two online incentive mechanisms

proposed in this paper with the secretary mechanism. The result is shown in Fig. 5.7. We

can observe that for each online incentive mechanism, its coverage increases with the increase

of participating MVDs. Then, the results of the secretary mechanism and the Simple-OIM

are almost same. However, first k MVDs is rejected in secretary mechanism which can not

guarantee sovereignty because these MVDs in K are excluded arbitrarily. The MCS should

make each MVD have the same opportunity to win. From this aspect, Simple-OIM is better

than the secretary mechanism. (ε, µ)-OIM outperforms the other two mechanisms because

it gives the losing MVDs one more chance to win. We know that ε and µ are used to constrain

the potential routes. Strict constraints (larger of ε and smaller of µ) will limit number of

potential routes and decrease running time. But loose constraints will lead to more tasks

covered over time. Thus, (0.3, 20)-OIM performs better than (0.7, 10)-OIM.

Then we test the performance of the four online incentive mechanisms under different

number of sensing tasks. The results of average running time for each MVD under different

setups are shown in Fig. 5.8. The average running time of each MVD in secretary mechanism

and the Simple-OIM turns out to be negligible with the increase of the number of sensing

tasks. Because the tweaked DFS is adopted to calculate the potential routes for each losing

MVD, the time complexity is high in (ε, µ)-OIM. So (0.3, 20)-OIM needs more time than
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(0.7, 10)-OIM. In order to guarantee the computational efficiency, the (ε, µ)-OIM should

choose larger ε and smaller µ even though the part of effectiveness will be sacrificed.

5.6 Summary

In this paper, we focus on incentive mechanisms design in IoT-based MCSs for surveil-

lance applications. We investigate practical requirements and the importance of fairness and

unconsciousness in winner MVDs selection. Two kinds of incentive mechanisms are pro-

posed which can be applied in realistic applications. Extensive simulations are conducted to

validate the performance of them.
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Chapter 6

FUTURE RESEARCH DIRECTIONS

6.1 Future Research Directions

In this section, we are discussing more future problems, challenges, and research direc-

tions.

Internet of Things (IoT) grows explosively, in which a number of devices are connected.

The connection magnifies individual data privacy threats, exposing the personal information

of millions devices.

The data collected in IoT can be published, enabling researchers and goverments to

analyze the data and learn important information which can benefit the society as a result.

Examples inculde inducement of a certain desease, effectiveness public policy formation,

guidance of drug research and development. That is to say, society can gain utility through

the published data from IoT. On the other hand, these data from IoT contains specific

information of devices or users of device. In other words, publishing data from Iot would

bring privacy loss for users whose devices are connected into the IoT. Consequently, the

privacy-preserving data publishing in IoT becomes a foundamental problem focusing on how

to make the proper trade-off between privacy and utility.

Game theory has been widely used to design data privacy to analyze users behaviors in

IoT since game theory can model situations of conflict and predict the behavior of users.
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CONCLUSION

This dissertation conducts the problem of incentive mechanism design in mobile crowd-

sensing system with consideration of economic properties. We study different models and

algorithms to provide explorations and resolutions.

To motivate mobile users to join sensing tasks in MCSs, we propose a reverse auction

model and two novel distributed auction schemes, CPAS and TPAS, for task assignment and

scheduling. Specifically speaking, the novelty of the proposed auction model and auction

schemes lies in the following aspects: i) the auction model is practical taking into account

partial fulfillment, attribute diversity, and price diversity; ii) the two auction schemes can

be implemented within a well-designed distributed auction framework; iii) both two auction

schemes are proved to be computationally efficient, individually rational, budget balanced,

and truthful.

Second, we investigate the incentive auction mechanisms for mobile crowdsourcing sys-

tems. We consider two working patterns in works allocation: the continuous working pattern

and the discontinuous working pattern. The objective of the MCS platform is to minimize

the social cost in both cases. To achieve the truthfulness, individual rationality, and compu-

tational efficiency, we design a VCG-based auction mechanism for the continuous case and

a suboptimal auction mechanism for the discontinuous case. We have proven that the two

mechanisms can implement the three properties simultaneously.

Thirdly, we focus on incentive mechanisms design in IoT-based MCSs for surveillance

applications. We investigate practical requirements and the importance of fairness and un-

consciousness in winner MVDs selection. Two kinds of incentive mechanisms are proposed

which can be applied in realistic applications. Extensive simulations are conducted to vali-

date the performance of them.

Besides, we also propose several very important and challenging potential further work

directions.
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