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Table 2  

Optimal Policy Between Pairs of Options From Table 1 

 Optimal Policy 

State Test Control 

{A, B} A A 

{B, C} B B 

{A, C} C A 

Note. The optimal policy specifies the preferred option to be chosen in a given 
state. In both conditions, A should be chosen over B, and B should be chosen 
over C. However, in the control condition, the optimal policy is transitive (A 
should be chosen over C), while in the test condition, it is not (C should be 
chosen over A). 
 

options. The assignment of icons to options was counterbalanced across subjects. In the test 

condition, the probabilities of reappearance and handling times varied between the three options 

(Table 1). An individual that acts optimally in this environment should act in violation of transitivity. 

In the control condition, the probability that an option would reappear in the next unit of time and 

its handling time were constant. Here, an individual that maximizes its long-term gains should 

adhere to transitivity. 

Choices.  Subjects could choose among the options during trials that lasted a maximum of 

four seconds. Non-choice during a trial was considered as a decision to do nothing for a unit of 

time. If one of the three options was selected, subjects were rewarded according to the value of the 

selected option. Rewards were dispensed at a one-second rate, each preceded by a ‘ding’ (an A tone 

note). The decision was followed by an inter-trial interval that represented the handling time of the 

option. This delay consisted of a number of four-second time steps depending on the selected 

option. Subjects received their rewards during this delay, but were not be able to make another 

choice until the next trial. The next choice was made at the end of the current handling time.  
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Probe trials.  In the test condition, Options A and C had low probabilities of reappearing 

(Table 1, 𝜆 = .01) and were each only visible approximately every 100 time steps. As a result, critical 

trials, those in which at least two of the options A, B, and C were available at the same time, 

occurred very rarely by pure chance. In the last session of the test condition, that is, after subjects 

had considerable exposure to the task (see below), subjects were therefore presented with occasional 

probe trials to better assess decision making with respect to transitivity. In these sessions, 12 probe 

trials for the critical choice sets ({𝐴, 𝐵}, {𝐵, 𝐶}, {𝐴, 𝐶}, and {𝐴, 𝐵, 𝐶}; see below) appeared 

throughout the session in a randomized order. Subjects’ choices during probe trials were not 

reinforced in order to preserve the original reward contingencies. 

 

Species-specific Procedures 

To accommodate the population-specific testing environments and to ensure subjects’ 

motivation, the general procedure was adapted for testing the different species with respect to the 

hardware, rewards used, and testing schedule. Notably, the number of decisions an individual made 

depended not only on the number of time steps but also on which decisions it made. This is because 

choosing any of the rewarded options A, B, and C determined the length of the inter-trial interval to 

reflect the handling time of an option. For example, an individual that, over 6,750 time steps, chose 

randomly between rewarded options if there were any available, would have made approximately 

4,300 decisions in the test condition and 3,300 in the control condition. The large number of time 

steps with which subjects were presented accounts for the possibility that subjects might stop 

participating for some period of time, e.g. due to lack of motivation or distraction. As time in the 

experiment runs continually, however, non-choices were excluded from analysis.  

Monkeys.  Both capuchin and rhesus monkeys indicated their choices by moving the cursor 

displayed on a 17’’ color display with a joystick. They received banana-flavored food pellets as  
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Figure 2. Photograph of the experimental test setup for the monkeys. 
Subjects controlled an on-screen cursor with a joystick and received 

banana-flavored pellets as rewards. 

 

rewards (Figure 2; for detailed information about the testing system, see Evans, Beran, Chan, Klein, 

and Menzel, 2008). Subjects participated in multiple sessions for a total of approximately 20 hours 

(18,000 time steps) per condition. A session presented either the test or the control condition and 

monkeys alternated between the two conditions from session to session (within-subjects design). In 

addition to the 12 probe trials in the last session of the test condition (6 each of {𝐴, 𝐶} and 

{𝐴, 𝐵, 𝐶}; the choice sets least likely to occur by chance, Table 1), monkeys were also presented with 

12 probe trials in their first session of the test condition (3 each of {𝐴, 𝐵}, {𝐵, 𝐶}, {𝐴, 𝐶}, and 

{𝐴, 𝐵, 𝐶}). These early probe trials were administered after approximately 90 minutes of first 

exposure to the test condition and formed a baseline measure in order to 1) assess changes in 

decision rules over time (by comparing them to the later probe trials) and 2) better compare the 

decision rules with those of the human participants (who only participated in one test session; thus, 

these early probe trials for the monkeys presented a fairer comparison). 

Humans.  Humans made their choices by moving the cursor with the arrow keys on a 

keyboard. They received points that added to their total score displayed on a 19.5’’ color display. 

Participants received minimal instructions stating that they would make decisions by using the arrow 
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keys on the keyboard. Participants were tested in one sessions that lasted 90 minutes and presented 

either the test or the control condition (between-subjects design). Twelve probe trials (3 each of 

{𝐴, 𝐵}, {𝐵, 𝐶}, {𝐴, 𝐶}, and {𝐴, 𝐵, 𝐶}) for the participants in the test condition were administered 

after approximately 45 minutes of exposure to the task. 

 

Data Analysis 

Policy extraction.  Each subject’s choices were modeled as a policy 𝜋 in the Markov decision 

process described above to evaluate the choices the subject made in response to given states. Each 

of the eight possible states  

𝑠 ∈ 𝑆 = {∅, {𝐴}, {𝐵}, {𝐶}, {𝐴, 𝐵}, {𝐴, 𝐶}, {𝐵, 𝐶}, {𝐴, 𝐵, 𝐶}} 

was mapped to the action 𝑎 that was most frequently chosen by the subject. These policies were 

then examined for adherence to the principle of transitivity and optimality. For instance, a policy 

function that included the following assignments was transitive. 

𝜋({𝐴, 𝐵}) =  {𝐴} 

𝜋({𝐵, 𝐶}) =  {𝐵} 

𝜋({𝐴, 𝐶}) =  {𝐴} 

These assignments correspond to the statements A is preferred to B, B is preferred to C, and A is 

preferred to C. This policy would be optimal in the control condition but suboptimal in the test 

condition. As subjects’ policies were determined based on their most frequent action in a given state, 

extracting transitive patterns satisfies the definition of weak stochastic transitivity (Tversky, 1969). 

Every subject’s policy was classified as transitive or intransitive and optimal or suboptimal. 

Chi-square tests of independence were used to evaluate whether the number of observed policies in 

these categories differed significantly in the three species. P-values were computed using Monte 

Carlo tests (Hope, 1968) with 10,000 replicates.  
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Policy evaluation.  An individual’s policy (its eight state-to-action mappings) was then evaluated 

against the optimal policy 𝜋∗. For fixed policy evaluation, values which describe the expected utility 

for each state were calculated based on the subject’s policy.  

The result was a vector 𝑉𝜋 of eight values for each subject, where  

𝑉𝜋(𝑠) =  ∑ 𝑃(𝑠′|𝑠)
𝑠′

[𝑅(𝑠, 𝜋(𝑠)) + 𝑉𝜋(𝑠′)] 

That is, the value of a given state 𝑠 under the policy 𝜋 is given by the average value of all possible 

successor states 𝑠′ (∑ )𝑠′ . Each successor state’s value is weighed by the transitional probability 

𝑃(𝑠′|𝑠) of moving from the current state s into the new state 𝑠′. The value for a particular 

successor state 𝑠′ is the immediate reward 𝑅(𝑠, 𝜋(𝑠)) of a choice 𝜋(𝑠) made when presented with 

state 𝑠, in addition to the value of the successor state 𝑉𝜋(𝑠′). That is, the value of a given state takes 

into account both the immediate reward as well as the likelihood of future states and the value of 

future actions. The fixed-policy values 𝑉𝜋 for each subject were calculated through a recursive 

algorithm that iterated for the total number of time steps 𝑛 that the subject experienced. Note that 

this process is equivalent to but more efficient than that for the optimal policy because the policies 

were already known. In contrast to identifying the optimal actions, here only one action per iteration 

needed to be evaluated rather than all available actions for each state. 

Different policies paint different pictures in comparison to the optimal policy. For example, 

the policy “always pick the option with the shortest handling time” would produce different values 

than the policy “always do nothing” or the policy “avoid Option C.” Each subject’s values 𝑉𝜋 were 

then compared to the optimal values 𝑉∗ that the eight states would have after 𝑛 time steps following 

the optimal policy. This represents the discrepancy between an individual’s policy and the optimal 

policy for each state. The difference of these value averages indicate a subject’s average deviation 

from the optimal policy. 
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The values for a given policy cannot, by definition, exceed the values of the optimal policy, 

i.e. 𝑉∗ ≥ 𝑉𝜋. The deviations from the optimal values are therefore always positive. One-tailed t-tests 

were conducted to evaluate whether the values of a subject’s policy differed significantly from those 

of the optimal policy. The hypotheses are formally given by: 

𝐻0: 𝜇 =  0 

𝐻1: 𝜇 > 0 

Retention of the null hypothesis suggests that the sample policy tended to be optimal or led 

to little long-term loss, while rejection of the null indicates that the average deviation is significantly 

larger than zero, i.e. the sample policy tended to be significantly worse with respect to maximizing 

long-term gain than the optimal policy. Notably, while there is a single optimal policy that maximizes 

expected utility, suboptimal policies can lead to long-term gains that are close to optimal. A non-

zero but negligible difference between subjects’ policies and the optimal policy may indicate decision 

heuristics that are independent of adherence to transitivity. 

 

Results 

Observed Policies 

Table 3 shows subjects’ observed policies in the control and test condition. Chi-square tests 

of independence revealed that the frequency of these policies varied across species in the test 

condition, χ2(4) = 9.34, p = .048, but not in the control condition, χ2(2)  = 4.99, p = .134. Almost all 

subjects in each of the three species found the optimal, transitive strategy in the control condition. 

In the test condition, capuchin monkeys were more likely to find the optimal, circular policy (31%) 

than either rhesus macaques (0%) or humans (0%), standardized residual: z = 2.00, p = .046. 

Interestingly, the three human participants who followed a suboptimal policy in the control 

condition avoided making any choice when the biggest option (Option A) was absent. In fact,  
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Table 3 

Policies Observed in the Control and Test Condition 

 Control  Test 

Species 
Optimal 

Transitive 

Suboptimal 

Other 

 

 

Optimal 

Circular 

Suboptimal 

Transitive 

Suboptimal 

Other 

Capuchins  16 (100%) 0 (0%)  5 (31%) 10 (63%) 1 (6%) 

Rhesus 7 (100%) 0 (0%)  0 (0%) 5 (71%) 2 (29%) 

Humans 12 (80%) 3 (20%)  0 (0%) 13 (87%) 2 (13%) 

Note. Capuchin and rhesus monkeys each participated in both conditions (within-subjects), 
whereas humans participated in either the control or the test condition (between-subjects). 
 

human participants showed this preference on the population level as well (Figure 3). Due to the 

underlying statistical structure of the control condition (Table 1), each of the eight choice sets, or 

states 𝑠 ∈ 𝑆, appeared at approximately the same frequency. Subjects could not make a choice when 

there was no foraging option on the screen (empty set, 𝑠 = ∅). Therefore, subjects who chose 

options at similar rates (and, by extension, chose to do nothing at similar rates) should show a 

proportion of 1
7
 = .143 across the remaining seven choice sets. Capuchin and rhesus monkeys do 

show this pattern in the control condition, whereas humans preferentially made choices when 

Option A was present and tended to skip decisions that only presented Options B or C (Figure 3). 

In the test condition, the underlying probabilities (Table 1) overwhelmingly produced an empty 

screen or only Option B to choose, and the response patterns of humans and monkeys were 

virtually identical.  

 

Policy Evaluation 

Table 4 shows the results of the fixed policy evaluation which compared all observed, 

suboptimal policies against the optimal policy for that condition (transitive in the control condition;  
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Figure 3. Proportion of choices (M ± SE) allocated to each of the choice sets. 
Solid line and circles depict pooled data for capuchin and rhesus monkeys. Dashed line and triangles 

depict human data. Monkey and human data are offset by a small horizontal amount to reduce 

overplotting. Dotted line indicates equal proportion, 1
7
 = .143. The empty set is not represented 

because no choice could be made when no foraging option was present. Probe trials are not shown. 

 

circular in the test condition). The humans who did not find the optimal transitive policy in the 

control condition followed a policy of choosing A over both B and C, and avoiding B (i.e., A > B, 

C > B, and A > C), which resulted in significantly lower long-term gains (ps < .001).  

Notably, none of the subjects who followed the suboptimal, transitive policy in the test 

condition (choosing A > B > C) incurred significant losses (all ps > .05). That is, for the majority of 

subjects, the iterated values for the transitive decision rule did not differ significantly from the 

optimal values derived from the circular policy (choosing A > B, B > C, and C > A). Only a few 

other suboptimal policies emerged in the test condition and, strikingly, all led to significantly lower 

values compared to the optimal policy (ps < .001).  

Interestingly, all of these alternate policies are themselves transitive in that they form linear 

preference rankings: “choose A, avoid B” (A > C > B), “choose B, avoid A” (B > C > A), and  
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Table 4 

Policy Evaluation of Observed Suboptimal Policies and Deviation From Optimality 

Species Subject Condition Policy 𝜋 𝑉̅∗ − 𝑉̅𝜋 t df p 
Humans KH45 Control Choose A, avoid B 1.19 4.25 14 < .001     
Humans KH76 Control Choose A, avoid B 1.17 4.18 14 < .001     
Humans KH89 Control Choose A* – – – – 
Capuchins Bias Test Choose B, avoid A 7.01 24.99   14 < .001     
Capuchins Bailey Test Transitive 0.06 0.21 14 .417 
Capuchins Gambit Test Transitive 0.20 0.73 14 .240 
Capuchins Gonzo Test Transitive 0.20 0.72 14 .243 
Capuchins Gretel Test Transitive 0.17 0.59 14 .281 
Capuchins Griffin Test Transitive 0.19 0.66 14 .259 
Capuchins Liam Test Transitive 0.18 0.66 14 .261 
Capuchins Logan Test Transitive 0.19 0.67 14 .258 
Capuchins Mason Test Transitive 0.19 0.67 14 .257 
Capuchins Nala Test Transitive 0.18 0.65 14 .263 
Capuchins Nkima Test Transitive 0.20 0.70 14 .247 
Rhesus Chewie Test Choose A, avoid B 20.32   72.82   14 < .001     
Rhesus Hank Test Choose B, avoid C 7.22 25.78   14 < .001     
Rhesus Han Test Transitive 0.18 0.65 14 .264 
Rhesus Lou Test Transitive 0.20 0.70 14 .249 
Rhesus Luke Test Transitive 0.09 0.33 14 .374 
Rhesus Murph Test Transitive 0.21 0.76 14 .230 
Rhesus Obi Test Transitive 0.22 0.79 14 .221 
Humans KH09 Test Choose A, avoid B 1.17 4.18 14 < .001     
Humans KH92 Test Choose B, avoid C 0.40 1.44 14 .086 
Humans KH03 Test Transitive 0.02 0.08 14 .471 
Humans KH20 Test Transitive 0.02 0.08 14 .471 
Humans KH22 Test Transitive 0.02 0.08 14 .470 
Humans KH23 Test Transitive 0.02 0.08 14 .471 
Humans KH28 Test Transitive 0.02 0.08 14 .470 
Humans KH34 Test Transitive 0.02 0.08 14 .471 
Humans KH58 Test Transitive 0.02 0.07 14 .471 
Humans KH59 Test Transitive 0.02 0.08 14 .471 
Humans KH60 Test Transitive 0.02 0.08 14 .470 
Humans KH69 Test Transitive 0.02 0.08 14 .471 
Humans KH77 Test Transitive 0.02 0.08 14 .470 
Humans KH78 Test Transitive 0.02 0.07 14 .471 
Humans KH80 Test Transitive 0.02 0.07 14 .471 

Note. 𝑉̅∗ − 𝑉̅𝜋 denotes the average deviation of a subject from the optimal policy. Only suboptimal policies 
are shown (Table 3) because optimal policies, by definition, have a deviation of zero. Lines in bold denote 
significant t-tests at α = .001 (Bonferroni correction). Transitive denotes the policy A > B > C. *Policy could 
not be evaluated because KH89 chose B and C with equal frequency in choice set {𝐵, 𝐶}.  
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“choose B, avoid C” (B > A > C). However, only the transitive policy that is optimal in the control 

condition (A > B > C) reflects a linear ordering by reward size (5 > 2 > 1). 

 

Choices Over Time 

The capuchin and rhesus monkeys had considerably more exposure to the task and therefore 

more time to experience the statistical environments. Figure 4 shows the cumulative proportion of 

the selected options for each of the three critical choice sets, {𝐴, 𝐵}, {𝐵, 𝐶}, and {𝐴, 𝐶}. In the 

control condition, most monkeys quickly converged on the optimal transitive strategy, reliably 

choosing A over C (5 over 1) after approximately 780 time steps, A over B (5 over 2) by time step 

4,300, and B over C (2 over 1) by time step 8,000. Thus, length of acquisition nicely maps to the 

relative difference in value between the options. 

In the test condition, in which critical trials occur much less frequently by chance alone than 

they do in the control condition (Figure 3), most monkeys preferred A over B by time step 10,000 

and B over C by time step 11,600. The choice set {𝐴, 𝐶} occurred very rarely due to chance because 

both options were unlikely to reappear (𝜆 = .01, Table 1) when they were unavailable. Therefore, 

only two time points are shown – the cumulative proportion at time step 10,000 (including the first 

probe trials) and the cumulative proportion at the end (after more than 20,000 time steps; including 

the last probe trials). Of the seven rhesus monkeys, four initially chose in line with the optimal, 

circular policy (C over A), while two did not (choosing A over C), and one chose A and C with equal 

frequency. Six of the seven rhesus chose less optimally over time (i.e., chose A at a higher 

proportion than C than they did at the beginning) and one showed no change. Of the 16 capuchin 

monkeys, nine initially favored C over A, six favored A over C, and one showed no preference. Ten 

of the capuchins showed no change over time, while three chose more optimally and three chose 

less optimally.  
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Figure 4. Cumulative proportion of choices over time for choice sets {𝐴, 𝐵}, {𝐵, 𝐶}, and {𝐴, 𝐶} in the control and test condition. 

Green lines indicate Loess curves for rhesus and capuchin monkeys combined. Solid lines indicate individual capuchins; dashed lines indicate individual 

rhesus monkeys. Bottom right: Point size reflects the number of individuals. Note that this choice set occurred very rarely by chance alone because both 

options were unlikely to appear in the test condition (Table 1). 
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Discussion 

Successful decision rules readily emerged in the dynamic stochastic environments presented 

here, which implemented key characteristics of the real world. In the control condition, virtually all 

humans, rhesus macaques, and capuchin monkeys followed the optimal transitive policy, which 

maximized both short- and long-term gains. In the test condition, only 5 of the 16 capuchins and 

none of the rhesus or humans found the optimal policy of violating transitivity, which maximized 

long-term but not short-term gains. The majority of subjects again chose transitively with respect to 

reward size, which maximized short-term but not long-term gains in the test condition. Notably, this 

transitive policy was the only suboptimal policy that consistently led to negligible overall losses 

compared to the optimal policy. Other suboptimal strategies did, in fact, result in decreased long-

term gains. 

These results are compatible with models of bounded rationality, which explain suboptimal 

behavior as the byproduct of simple decision-making heuristics that typically perform well but 

sometimes fail. Transitivity is a computationally inexpensive mental shortcut and can, as in this 

study, lead to near-optimal performance even when it is suboptimal. These results initially appear 

counter to models of ecological rationality, which would predict behavioral policies to match the 

statistical structure of the environment, leading to intransitive decision rules in the test condition. 

However, individuals can only act within their cognitive restraints. Choosing transitively on the basis 

of a linear preference ordering only relies on knowledge of the reward size and does not require 

more sophisticated information processing to integrate factors such as an option’s handling time and 

different probabilities of disappearing and reappearing. Arguably, it is ecologically rational to 

preserve mental resources when they are available, especially when there is no statistically detectable 

benefit to more complex decision mechanisms. That is, acting transitively may be both rational 
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