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ABSTRACT

We study theoretically nonlinear dynamics of a graphene nanoflake placed in the field of an ultrashort optical pulse. We describe the graphene system within an effective model with infinite mass boundary conditions. For an optical pulse with a duration of just a few femtoseconds, the electron dynamics is coherent and is described by a time-dependent Schrödinger equation. For graphene nanoring, if the optical pulse is circularly polarized, then two valleys of graphene are populated differently, resulting in a finite valley polarization of the system after the pulse. Such valley polarization is a unique property of graphene nanoscale systems, while for a graphene monolayer, a circularly polarized pulse does not produce any valley polarization. The valley polarization of a graphene nanoring depends on the parameters of the system, such as inner and outer radii. With the system’s size increasing, the valley polarization monotonically decreases, converging to its zero value for the infinite graphene monolayer. Furthermore, we theoretically study the generation of high harmonics in disk shape graphene quantum dots placed in (i) linearly and (ii) subsequently, a transition to circularly polarized short pulses. The length gauge was used to describe the interaction of quantum dots with an optical pulse. The generated radiation spectra of graphene quantum dots as a result of a linearly polarized pulse can be controlled by varying the quantum dot size, i.e., its radius. With increasing the quantum dot radius, the intensities of low harmonics mainly decrease, while the cutoff frequency increases. The sensitivity of the cutoff frequency to the QD size increases with the intensity of the pulse. Moreover, the transition from linearly to circularly polarized pulse suppresses the harmonics and cutoff frequency in radiation spectra. The cutoff frequency is independent of the size of a quantum dot when a completely circularly polarized pulse is shined. The cutoff frequency and intensity of harmonics can be tuned by the ellipticity and frequency of the laser pulse.
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Figure 1.1 (a) The hexagonal honeycomb lattice characteristic of graphene comprises two interpenetrating triangular sublattices, denoted as A (illustrated by the black circle) and B (depicted by the white circle). (b) Within the first Brillouin zone of this honeycomb lattice, two distinct valleys, labeled $K$ and $K'$, are positioned along its perimeter. (c) The energy dispersion for graphene within the extended zone. The delineated black lines demarcate the boundaries of the primary Brillouin zone. [1] . . . . . . . . . . . . . . . . . . 3
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Figure 3.5 Conduction band population as a function of time. The conduction band states are the states with positive energy. The data are shown for different values of parameter $\tau$ for the $K$ valley [panel (a)] and the $K'$ valley [panel (b)]. The corresponding values of $\tau$ are shown next to each line. Parameter $\tau$ determines both the frequency of the pulse and its duration. The time is shown in dimensionless units, $t/\tau$. The inner and the outer radii of the nanoring are $R_{in} = 5$ nm and $R_{out} = 15$ nm. The field amplitude is $F_0 = 0.1$ V/Å. The optical pulse is left circularly polarized.

Figure 3.6 Population of individual conduction band levels. The results are for the $K$ valley [panels (a), (b), and (c)] and the $K'$ valley [panels (d), (e), and (f)]. The amplitude of the pulse is $F_0 = 0.1$ V/Å [panels (a) and (d)], $F_0 = 0.2$ V/Å [panels (b) and (e)], $F_0 = 0.3$ V/Å [panels (c) and (f)]. The inner and the outer radii of the nanoring are $R_{in} = 5$ nm and $R_{out} = 15$ nm. The red lines correspond to in-gap edge states, while the blue lines correspond to bulk states of the nanoring. The time constant of the pulse is $\tau = 1$ fs. The optical pulse is left circularly polarized.
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Figure 4.3 Profile of the electric field of the pulse as a function of time. The amplitude of the pulse is 0.2 V/Å. The frequency of the pulse is 1 rad/fs and the pulse duration is determined by parameter $\tau = 15$ fs.
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Figure 5.1 Schematic Representation of a Graphene Quantum Disk Interacting with Circularly polarized Light and the Dipole moment as a result of interaction between QD and Ultrafast Pulse.
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CHAPTER 1
Introduction

1.1 Ultrafast Lasers

Efforts to develop a method for measuring the briefest interval of time have been long standing in the scientific arena [3]. Lasers with femtosecond pulse duration were developed forty years ago and it has dominated the field for over the last couple of decades [4]. The development of femtosecond ($1 fs = 10^{-15} s$) Laser allowed the direct-domain research of immeasurably fast processes such as phase transitions, structural dynamics of molecules, and chemical reactions in condensed matter physics [5, 6]. Basically, at an ultrafast timescale, all types of structural dynamics are static, allowing a pump-probe spectroscopy in real-time observation for electronic phenomena in solids [7]. Subsequently, a single-cycle pulse of ultrashort duration is ultimately paramount to investigating the nonperturbative strong-field interactions, where electron dynamics change within a fraction of the optical cycle [8].

The development of theoretical models to study the strong-field interaction in solids requires an understanding of how a solid behaves in an external electric field. An external field with an intensity of the order of 1 V/Å, can result in irreversible electron dynamics in the materials with a small bandgap, i.e. the conduction band has persistent nonzero electron population after the pulse [9]. The study of nanoscale systems interacting with an ultrafast pulse has been extensively studied over the last few decades. Notably, the 2023 Nobel Prize was awarded for the advancement in the study of ultrashort electron dynamics [10]. The interest in these systems is related to their unique transport, optical, and topological
properties. The interaction of ultrafast laser with nanodevices can cause irreversible and nonadiabatic transitions of electron population from valance band to conduction band, that can sustain even after the pulse. The results of these irreversible dynamics can result in many nontrivial and interesting properties which can have various applications [11, 12].

1.2 Graphene Monolayer

A graphene monolayer is a single layer of carbon atoms which form a honeycomb crystal structure with two inequivalent sublattices, say, A and B. One of the unique features of the graphene monolayer is its low-energy relativistic dispersion of a Dirac type [11].

The corresponding electron states are chiral, where the chirality is related to the pseudospin originating from the two graphene sublattices. The chiral nature of electron states brings such unique effects as Klein tunneling, strong suppression of backscattering, and localization [13].

Another attractive property of the graphene monolayer is the existence of two valleys in its reciprocal space. The valleys are located at the $K$ and $K'$ points at the vertices of the hexagonal first Brillouin zone of graphene and follow a linear dispersion. [14], see Fig. 1.2

$$E = \hbar v_F k.$$  \hspace{1cm} (1.1)

The energy spectra at these points are gapless and relativistic; that is, they are the Dirac points. The time-reversal operator connects the $K$ and $K'$ valleys. Here, the time-reversal symmetry is the symmetry of the graphene monolayer. Electrons in graphene also have
Figure 1.1 (a) The hexagonal honeycomb lattice characteristic of graphene comprises two interpenetrating triangular sublattices, denoted as A (illustrated by the black circle) and B (depicted by the white circle). (b) Within the first Brillouin zone of this honeycomb lattice, two distinct valleys, labeled $K$ and $K'$, are positioned along its perimeter. (c) The energy dispersion for graphene within the extended zone. The delineated black lines demarcate the boundaries of the primary Brillouin zone. [1]

nontrivial local topological properties. Namely, while the net topological charge (Chern number) for the whole Brillouin zone of graphene is zero, and the topological charges at the $K$ and $K'$ points are 1 and $-1$, respectively [15].

The existence of the two valleys in graphene opens a possible application of graphene in valleytronics [16, 17, 18], where the valley degree of freedom can be used for information storage and quantum computer applications. The two valleys in graphene are well separated in the reciprocal space, and an intervalley scattering is strongly suppressed for a smooth scattering potential. In this relation, there is a problem with how to generate and manipulate valley polarization in graphene. Here, in this study, the valley polarization is determined by the different valley populations of the system. To generate the valley polarization in graphene, the time-reversal symmetry should be broken. This can be done, for example, by

---

an incident circularly polarized pulse. If such a pulse is ultrashort with just a few oscillations of the field, then it will allow controlling the valley degree of freedom on the femtosecond timescale. In Refs. [19, 20, 21], interactions of graphene-like systems with a circularly polarized short and ultrastrong pulse were considered. It was found that such a pulse can induce large final valley polarization, but to have such a valley polarization, the inversion symmetry of graphene should be broken. This means that graphene should have a finite band gap. Under such a condition, the valley polarization is generated due to the effect of topological resonance [20, 21, 22]. The topological resonance is a cancellation of a dynamic phase by a topological phase, which is accumulated during a strong optical pulse. In pristine graphene that has a zero band gap, the topological phase, which consists of a geometric phase (Berry phase) and a phase of an interband dipole matrix element (non-Abelian Berry connection), is effectively zero, so no topological resonance can be observed in such a system. In graphene systems with broken inversion symmetry, the topological phase is proportional to the band gap and has different signs at the two valleys, which results in the valley-dependent topological resonance [22]. The inversion symmetry is broken in graphene-like materials with two sublattices occupied by different atoms, e.g., transition-metal dichalcogenides (TMDCs) [23, 24, 25], and in silicene/germanene, which has a buckled hexagonal shape and in which the perpendicular electric field breaks the inversion symmetry [26, 27, 28]. In graphene, a small band gap can also be opened if it is placed on different types of substrates, e.g., on SiC [29, 30]. The finite valley polarization of TMDC monolayers placed in an ultrashort circularly polarized pulse was predicted theoretically in Ref. [20] [13].
1.3 Graphene Nanoflake

In this study, we propose another method to generate ultrafast non-linear dynamics in graphene materials. We consider a nanoflake of graphene. An example of such a system is a graphene quantum dot (QD) [31, 32, 33]. For such a system, a translational symmetry is broken and the bandgap is opened due to a dimensional quantization. Quantum dots and other types of nanosize systems are zero-dimensional, i.e., electrons are confined in all spatial directions and occupy spectrally sharp energy levels like those found in atoms [34, 35, 36]. Similar to conventional atoms, the properties of QDs, which are also called artificial atoms, are governed by the Hund’s rule [36, 37], which determines electron occupations of degenerate QD energy levels, the Coulomb blockade [38], which is a manifestation of electron-electron interactions within the QD, and the Kondo effect [39], which is related to electron spin.

The QDs are between a few nanometers to a few microns in size. Due to such a tiny scale, the QDs can be occupied by just a few electrons, which allows controlling and optimizing QD-based nanoscale devices. The QDs also show superior transport and optical properties with many applications in different fields of science, such as semiconductor lasers [40], quantum computers [41], biomedical systems [42], light-energy conversion [43, 44].
Figure 1.2 Illustration of Graphene Nanoflake of a triangular shape. The number of atoms is mentioned in each panel. [2]
CHAPTER 2
METODHOLOGY

2.1 Effective Model

This chapter will establish the mathematical foundations of ultrafast optical response in low-dimensional materials. We describe graphene within an effective low-energy model with the Hamiltonian of a Dirac type, which for graphene quantum dot takes the following form

\[ H^{(\xi)}_0 = \frac{\gamma}{\hbar} (\sigma_x p_x + \xi \sigma_y p_y) + V(r), \]  

where \( \sigma_x \) and \( \sigma_y \) are the Pauli matrices, \( p_x = -i\hbar \nabla_x, \) \( p_y = -i\hbar \nabla_y, \) \( \gamma = \sqrt{3} a_0 \gamma_0 / 2 \) is the band parameter with the lattice constant \( a_0 = 0.142 \) nm and the nearest neighbor hopping integral \( \gamma_0 = 3.03 \) eV. Here \( \xi \) is the valley parameter, which is +1 for the \( K \) valley and -1 for the \( K' \) valley. Since the spin-orbit interaction is very weak in graphene, the Hamiltonian (2.1) is written only for one spin component, e.g., spin up. Thus, each energy level calculated below has an extra double spin degeneracy.

The Hamiltonian \( H^{(\xi)}_0 \) carries the information of low energy electrons confined in an external potential \( V(r) \) which is of the form \( V(r) = \Delta(r) \sigma_z \), where \( \sigma_z \) is the Pauli matrix. Here \( \Delta(r) \) is zero inside quantum dot and \( \Delta(r) \to \infty \) outside. Such a profile of the confinement potential introduces infinite mass boundary conditions [45, 46, 47, 48] at the boundary of the nanoring. Although the properties of graphene quantum dot depends on the type of their edges, e.g., zigzag or armchair edges, the infinite boundary conditions can be a good approximation for graphene nanostructures that are etched out of graphene sheets by lithography,
see Ref. [48, 49, 50, 51, 52].

We apply the Ultrafast Laser pulse on a graphene quantum dot, which is of the shape of Disk and Ring, to analyze its response in femtosecond time intervals. The electron dynamics of the finite Graphene system under the influence of an external field is described by the time-dependent Schrödinger equation.

\[ i\hbar \frac{d\Psi^{(\xi)}(t)}{dt} = \mathcal{H}^{(\xi)}(t)\Psi^{(\xi)}(t). \]  

(2.2)

In the presence of such a short and intense pulse, the interaction term of the field with matter is governed by length gauge or dipole approximation.

\[ \mathcal{H}'(t) = eF(t) \cdot r, \]  

(2.3)

where \( F(t) \) is the pulse’s electric field. The complete Hamiltonian of the system that describes its time evolution is given by;

\[ \mathcal{H}^{(\xi)}(t) = \mathcal{H}_0^{(\xi)} + eF(t) \cdot r, \]  

(2.4)

We expand a solution of Eq. (2.2) in the basis of single-particle states, \( \psi_i \),

\[ \Psi^{(\xi)}(t) = \sum_{j=1}^{N} \beta_j^{(\xi)}(t) \psi_j^{(\xi)} e^{-iE_j t}, \]  

(2.5)

With the time-dependent expansion coefficients \( \beta_j^{(\xi)}(t) \). Strictly speaking, the energy spectrum of the graphene finite systems, within the effective low energy model, consists of an
infinite number of levels, both in the conduction and valence bands. In our approach, we consider a finite number $N$ of Energy levels, the energies of which are in the interval from -2 eV to 2 eV. The number of such levels depends on the size of the system.

The intensity of the optical pulse we consider below is small enough, so the pulse’s electric field does not mixture the states of different valleys. The amplitude of the pulse, which can result in the coupling of the valleys, can be estimated from the condition that, during the pulse, an electron is transferred between the two valleys, i.e., over the distance of $4\pi/3\sqrt{3}a_0$. The corresponding field amplitude can be estimated as $F_0 \approx 4\pi\hbar/3\sqrt{3}\tau a_0 \approx 1.1 \text{ V/Å}$. Below, we consider the optical pulses with amplitudes less than 0.5 V/Å. The coefficients $\beta_i(t)$ in Eq. (3.14) satisfy the following system of differential equations

$$\frac{d\beta_k^{(\xi)}}{dt} = -\frac{i}{\hbar} \sum_{j=1}^{N} F(t) \cdot D_{kj}^{(\xi)}(t) \beta_j^{(\xi)} e^{-\frac{i}{\hbar}(E_j - E_k)t}. \quad (2.6)$$

With the known wavefunctions, the dipole matrix elements between the states $i$ and $j$ can be calculated from the following expression

$$D_{ij}^{(\xi)} = \langle \psi_j^{(\xi)} | e_r | \psi_i^{(\xi)} \rangle. \quad (2.7)$$

We solve the system of equations (2.6) numerically with the conditions that all the valence band (VB) states are initially occupied, and all the conduction band (CB) states are empty. The equations are solved by the Runge-Kutta method, where the initial time is $-3\tau$ and the final time is $3\tau$. From the solution of Eq. (2.6) we obtain the final populations of the CB levels, i.e., the populations after the pulse. We find the CB populations for both the $K$ and
Then, we define the final valley polarization of the graphene nanoring. To better characterize the asymmetry in valley populations of the system, we introduce two different expressions for the valley polarization. In the first expression, the valley polarization is defined as the difference between the CB populations of different valleys,

\[ P = \frac{N^{(K)}_{CB}(t = \infty) - N^{(K')}_{CB}(t = \infty)}{\text{Area}}, \]  

(2.9)

where the valley polarization is defined per unit area of the nanoring. The second expression defines the normalized valley polarization,

\[ P_N = \frac{N^{(K)}_{CB}(t = \infty) - N^{(K')}_{CB}(t = \infty)}{N^{(K)}_{CB}(t = \infty) + N^{(K')}_{CB}(t = \infty)}. \]  

(2.10)

This expression determines the fraction of the excited electrons, which occupy the two valleys differently. The maximum value of \( P_N \) is one, corresponding to the condition that all electrons are excited in one valley only.

With the known solutions \( \beta_{n,i}^{(\xi)}(t) \) for all values of \( n \), where \( n \) belongs to the valence band, we can find the time-dependent dipole moment of the system from the following expression

\[ d_x(t) = \sum_{\xi} \sum_{n \in \text{VB}} \sum_{i,j} \beta_{n,i}^{(\xi)\ast}(t)\beta_{n,j}^{(\xi)}(t)D_{x,ij}^{(\xi)} e^{i(E_j - E_i)t}, \]  

(2.11)

where the sum over \( n \) is over the valence band states and \( D_{x,ij}^{(\xi)} \) is the dipole matrix element defined in Eq. (2.7).

The time variation of the dipole moment determines the radiation of the system. At
a given frequency $\omega$, the intensity of the corresponding radiation is given by the following expression

$$I(\omega) = \frac{\mu_0\omega^2}{12\pi c}|\mathcal{F}_\omega[\dot{d}_x]|^2,$$

where $\mathcal{F}_\omega[\dot{d}_x]$ is the frequency Fourier transform of the time derivatives of the dipole moment.

The order of the generated high harmonic is defined in units of $\omega_0$, i.e.,

$$N_\omega = \frac{\omega}{\omega_0}.$$

### 2.2 Roots of Eigenvalue Equation

A finite Graphene system solved by using the Dirac Effective model, unfortunately, does not derive the analytical expression to find the Eigenvalues of the system, i.e., the energy levels. A modified bisection method is implemented as a root-finding algorithm that divides the total interval Eigenvalue output into two sub-intervals and then selects the sub-interval in which a root must lie. This method is applied iteratively until the width of the sub-interval is reduced to the desired precision.

The proposed algorithm is meticulously constructed to iteratively evaluate all plausible values of the eigenvalue equation, pinpointing locations where the function either intersects the x-axis or undergoes a sign change. An interval $[a, b]$ is selected, grounded on estimations commonly derived from the Gershgorin circle theorem or other analogous methods. For each identified point, the algorithm determines the average of the two bounding values, considering it as a potential solution to the eigenvalue equation. The midpoint of the interval
is computed as \((a + b)/2\). If there’s a sign change in the values of the eigenvalue equation within the interval, the algorithm registers that point and proceeds to the subsequent interval. Employing this approach, the algorithm passes over a predefined set of values to catalog all zero-crossings, which correspond to solutions of the eigenvalue equation.

A notable challenge in selective solutions for a finite graphene system with two boundaries is the potential misidentification of zero crossings resulting from the equation’s asymptotic behavior, rather than genuine solutions. To address this, we integrated a filtration mechanism that detects points characterized by the function’s asymptotic tendencies. Subsequent to this identification, these points are excluded from the previously saved zero-crossings, ensuring only solutions of genuine physical relevance are retained. See Listing 1 in Appendix A for the MATLAB code.

However, it is noted that the eigenvalue equation for a finite graphene system with one boundary, which is a Quantum Disk does not possess asymptotic solutions, the implementation of the algorithm was straightforward.

### 2.3 Numerical method to solve TDSC

The electron dynamics and optical response of a finite Graphene system require solutions of time dependent differential equation mentioned above, Eq. 2.6. As each energy level is coupled with all other energy levels of the spectrum directly or indirectly because of selection rules governed by Dipole matrix elements, Eq. 2.7. This means there are as many coupled differential equations as the number of energy levels. For the system with the largest
dimension selected in this study, the total number of energy levels are more than 200, which
mean there are the same amount of coupled differential equation that needs to be solved
simultaneously over the time interval of the laser pulse to study the electron dynamics on
the entire time range.

Sophisticated numerical techniques exist for resolving first-order differential equations.
These methods broadly fall into two categories: linear multistep methods and Runge-Kutta
techniques. The linear multistep category encompasses the Adams-Moulton method, and
the backward differentiation method (BDF). On the other hand, Runge-Kutta techniques
feature methods such as the standard fourth-order technique, Forwarded Euler approach,
Heun’s method, Fehlberg RK1 method, and the Dormand-Prince method.

Typically, Runge-Kutta techniques involve multiple evaluations of \( f(t, y) \) to enhance
precision. An archetype of a standard 4th-order Runge-Kutta method is given by [53, 54, 55]:

\[
y_{n+1} = y_n + h \left( \frac{K_0}{6} + \frac{K_1 + K_2}{3} + \frac{K_3}{6} \right)
\]

Where:

\[
K_0 = f(t_n, y_n)
\]
\[
K_1 = f \left( t_n + \frac{h}{2}, y_n + \frac{h}{2}K_0 \right)
\]
\[
K_2 = f \left( t_n + \frac{h}{2}, y_n + \frac{h}{2}K_1 \right)
\]
\[
K_3 = f(t_n + h, y_n + hK_2)
\]
Here, \( h \) represents the step size. It’s a common practice to utilize Runge-Kutta techniques in tandem, pairing a lower-order with a higher-order method for the same progression. For the numerical evaluation of we employ the ode45 solver from MATLAB, a tool that is a top recommendation for such computations.

**Parallel Processing Modules**, In computational mathematics and high-performance simulations, MATLAB has positioned itself as a standard tool, offering many functionalities to researchers. Among its numerous toolboxes, the Parallel Computing Toolbox stands out, especially when dealing with large datasets or computationally intensive tasks. This toolbox introduces the powerful “parfor” loop, a parallelized version of the standard “for” loop, which has been designed to distribute iterations across multiple cores or even computational nodes.

As previously discussed, to solve over 200 coupled differential equations simultaneously by using the Runge-Kutta technique, we employed MATLAB’s parallel processing capabilities in conjunction with a Linux-based high-performance computing system. This approach facilitated the computation of \( \beta^{(\xi)}_{n,i}(t) \), representing the transition probability of electrons in response to a time-dependent field.

### 2.4 Fourier Transformation

Named after the French mathematician Jean-Baptiste Joseph Fourier, this transformation reveals the frequency components present within a time-domain signal, providing a decomposition of the signal in terms of sinusoids of different frequencies. Mathematically, the Fourier
Transform of a continuous function $f(t)$ is defined as:

$$F(f) = \int_{-\infty}^{\infty} f(t)e^{-j2\pi ft} \, dt$$

Where $F(f)$ represents the complex amplitude of the frequency component at frequency $f$, and $j$ is the imaginary unit.

As mentioned in Eq. 2.12, we require the Fourier transformation of the time derivative of the dipole moment. Since the Dipole moment is in the time domain, its Fourier transformation in the frequency domain gives us the emission spectrum of Quantum Dot, and the detailed spectrum of High-Harmonics generated as a result of Ultrafast laser Pulse.

We used MATLAB’s `fft` function to compute the discrete Fourier transform (DFT) of dipole moment, which is a sampled version of the continuous Fourier transform. The function $Y = \text{fft}(X)$ in MATLAB corresponds to the Fourier transform. Given sequences $X$ and $Y$ of length $n$, the algorithm for these transforms are mathematically represented as [56]:

$$Y(k) = \sum_{j=1}^{n} X(j)W_{n}^{(j-1)(k-1)} \Delta j$$

and

$$X(j) = \frac{1}{n} \sum_{k=1}^{n} Y(k)W_{n}^{-(j-1)(k-1)} \Delta k$$

where
\[ W_n = e^{-\frac{2\pi i}{n}} \]

denotes one of the \( n \) roots of unity. The fft function essentially provides a numerical approximation to this integral for discretely sampled signals, thereby offering insights into the frequency components of the sampled input data. See Listing 2 in Appendix 2 for the MATLAB code.
CHAPTER 3
Ultrafast Valley Polarization

3.1 Introduction

In this Chapter, we consider graphene nanosize systems of a special shape. Namely, we consider graphene nanorings, Fig 3.1. Similar to QDs, nanorings have discrete energy spectra with unique transport and optical properties. Graphene nanorings have two parameters, the inner and outer radii of the ring, which can be used to tune their properties. Below, to describe an electron system of graphene nanoring, we use an effective model, which is applied separately to the $K$ and $K'$ valleys of graphene. Interaction of the graphene nanoring with an ultrashort circularly polarized optical pulse should generate different conduction band populations of the two valleys, resulting in finite final valley polarization of the system.

Because the nanoring has cylindrical symmetry, its electron states are characterized by a $z$-component of angular momentum, $m$, i.e., a magnetic quantum number, which takes half-integer values, $m = \pm 1/2, \pm 3/2, \pm 5/2, \ldots$. The corresponding eigenfunctions of Hamiltonian (2.1) can be written for the valley $\xi$ in the following form

$$\psi^{(\xi)}(r, \theta) = e^{i(m-\xi/2)\theta} \begin{pmatrix} \chi^{(\xi)}_1(r) \\ e^{i\xi\theta} \chi^{(\xi)}_2(r) \end{pmatrix}, \quad (3.1)$$

where $r$ and $\theta$ are polar coordinates.
3.2 Eigenvalue Equation

Substituting the form of the wavefunction (3.1) into the eigenvalue equation $H_0\psi^{(\xi)}(r, \theta) = E\psi^{(\xi)}(r, \theta)$, we obtain the following system of equations for functions $\chi_{1}^{(\xi)}(r)$ and $\chi_{2}^{(\xi)}(r)$

\[
\begin{align*}
\nabla_r \chi_{1}^{(\xi)}(r) - \frac{(m - \xi/2)}{r} \chi_{1}^{(\xi)}(r) &= \frac{iE}{\gamma} \chi_{2}^{(\xi)}(r), \\
\nabla_r \chi_{2}^{(\xi)}(r) + \frac{(m + \xi/2)}{r} \chi_{2}^{(\xi)}(r) &= \frac{iE}{\gamma} \chi_{1}^{(\xi)}(r).
\end{align*}
\tag{3.2, 3.3}
\]

Then substituting $\chi_{2}^{(\xi)}$ from Eq. (3.2) into Eq. (3.3), we obtain the differential equation for $\chi_{1}(r)$

\[
\nabla_r^2 \chi_{1}^{(\xi)}(r) + \frac{1}{r} \nabla_r \chi_{1}^{(\xi)}(r) - \left( \frac{(m + \xi/2)^2}{r} - \frac{E^2}{\gamma^2} \right) \chi_{1}^{(\xi)}(r) = 0
\tag{3.4}
\]
The above equation is the Bessel equation, and its solution can be expressed as a superposition of the Bessel and Neumann functions

\[ \chi_1^{(\xi)}(r) = C_1^{(\xi)} J_{m-\xi/2} \left( \frac{\varepsilon r}{R_{\text{out}}} \right) + C_2^{(\xi)} N_{m-\xi/2} \left( \frac{\varepsilon r}{R_{\text{out}}} \right), \quad (3.5) \]

where \( J_n(x) \) is the Bessel function of the first kind of order \( n \), \( N_n(x) \) is the Neumann function of order \( n \), and \( \varepsilon = \frac{R_{\text{out}} E}{\gamma} \). Here \( C_1^{(\xi)} \) and \( C_2^{(\xi)} \) are constants. From Eq. (3.2) we can also find the second component of the wavefunction,

\[ \chi_2^{(\xi)}(r) = iC_1^{(\xi)} J_{m+\xi/2} \left( \frac{\varepsilon r}{R_{\text{out}}} \right) + iC_2^{(\xi)} N_{m+\xi/2} \left( \frac{\varepsilon r}{R_{\text{out}}} \right), \quad (3.6) \]

The energy spectrum of the nanoring is obtained from the infinite mass boundary conditions, which are introduced through the following expression[? ]

\[ \lim_{r \to R} \chi_1^{(\xi)}(r) = i\xi \lim_{r \to R} \chi_2^{(\xi)}(r), \quad (3.7) \]

where \( R \) is the boundary of the nanoring, i.e., \( r = R_{\text{in}} \) and \( r = R_{\text{out}} \). Substituting Eqs. (3.5)-(3.6) into Eq. (3.7), we obtain the equation for the eigenenergies of the system

\[ \frac{\xi N_{m+\xi/2}(\varepsilon R_{\text{in}}/R_{\text{out}}) + N_{m-\xi/2}(\varepsilon R_{\text{in}}/R_{\text{out}})}{\xi J_{m-\xi/2}(\varepsilon R_{\text{in}}/R_{\text{out}}) + J_{m+\xi/2}(\varepsilon R_{\text{in}}/R_{\text{out}})} = \frac{\xi N_{m+\xi/2}(\bar{\varepsilon}) + N_{m-\xi/2}(\bar{\varepsilon})}{\xi J_{m-\xi/2}(\bar{\varepsilon}) + J_{m+\xi/2}(\bar{\varepsilon})}; \quad (3.8) \]

3.3 Results and Discussion

The energy spectrum of the graphene nanoring, obtained from Eq. (3.8), is shown in Fig. 3.2 for both \( K \) and \( K' \) valleys. It satisfies the condition of the time-reversal symmetry, i.e.,
$E_{K,m} = E_{K',-m}$. The energy spectrum also has the following specific structure. It has a finite bulk band gap, which is due to the finite size of the system. Here, the states with the positive energies belong to the conduction band, while the states with the negative energies belong to the valence band. As expected, the band gap decreases with increasing the system’s size. For example for the outer radius $R_{out} = 15 \text{ nm}$ (see Fig. 3.2(a) and (b)) the band gap is around 2 eV, while for the outer radius $R_{out} = 35 \text{ nm}$ (see Fig. 3.2(c) and (d)) the band gap is 0.5 eV.

In addition to the gapped structure of the energy spectrum, there is a clear in-gap branch visible for each valley. These two branches are due to the edge states of the system [57, 58, 59]. The branches have different behaviors for the $K$ and $K'$ valleys. While for the $K$ valley, the energy of the in-gap states decreases with the quantum number $m$, for the $K'$ valley, the energy increases with $m$. Such fundamentally different behaviors of the energy spectrum at the two valleys result in different responses of the valley to a circularly polarized pulse. This is due to the fact, that, for example, for a clockwise circularly polarized pulse, the dipole selection rule is $m_{final} = m_{initial} + 1$. Then, the rate of the optical transition between the states is determined by the corresponding energy difference, $\Delta E = E_{m_{final}} - E_{m_{initial}}$. The value of $\Delta E$ is different for the $K$ and $K'$ valleys, which finally results in different after-the-pulse CB populations for the two valleys. With the known wavefunctions, the dipole matrix elements between the states $i$ and $j$ can be calculated from the expression Eq. 2.7. Substituting Eq. (3.1) for the wavefunctions in terms of $\chi_1$ and $\chi_2$, we obtain the $x$ and $y$ components of the
Figure 3.2 Energy spectra of graphene nanoring. The spectra are shown as a function of magnetic quantum number $m$, which takes half-integer values. The size of the nanoring is $R_{\text{in}} = 5 \text{ nm}$, $R_{\text{out}} = 15 \text{ nm}$ in panels (a) and (b); $R_{\text{in}} = 5 \text{ nm}$, $R_{\text{out}} = 35 \text{ nm}$ in panels (c) and (d). The spectra are shown for the $K$ valley [panels (a) and (c)] and for the $K'$ valley [panels (c) and (d)].
dipole matrix elements

\[ D_{x,ij}^{(\xi)} = e\pi \left[ \delta(m_i, m_j - 1) + \delta(m_i, m_j + 1) \right] \]

\[ \int_{r_{in}}^{r_{out}} \left[ \chi^{(\xi)*}_{1,j}(r)\chi^{(\xi)}_{1,i}(r) + \chi^{(\xi)*}_{2,j}(r)\chi^{(\xi)}_{2,i}(r) \right] r^2 dr \]  

\[ (3.9) \]

and

\[ D_{y,ij}^{(\xi)}(r, \theta) = -ie\pi \left[ \delta(m_i, m_j - 1) - \delta(m_i, m_j + 1) \right] \]

\[ \int_{r_{in}}^{r_{out}} \left[ \chi^{(\xi)*}_{1,j}(r)\chi^{(\xi)}_{1,i}(r) + \chi^{(\xi)*}_{2,j}(r)\chi^{(\xi)}_{2,i}(r) \right] r^2 dr. \]  

\[ (3.10) \]

Here \( m_i \) and \( m_j \) are magnetic quantum numbers of the corresponding states \( i \) and \( j \). As expected, the dipole transitions have selection rule \( m_i = m_j \pm 1 \).

Now we place the graphene nanoring in the field of an optical pulse. The corresponding electron dynamics is described by the time-dependent Hamiltonian is given by Eq. 2.4. We consider only a circularly polarized optical pulse. Such a pulse breaks the inversion symmetry of the system, which can result in a finite final valley polarization of the system. The profile of the electric field of the circularly polarized pulse is given by the following expression

\[ F_x(t) = F_0 e^{-u^2} (1 - 2u^2) \]

\[ F_y(t) = F_0 e^{-u^2} (2u), \]

\[ (3.11) \]

\[ (3.12) \]

where \( u = t/\tau \) and time parameter \( \tau \) determines the pulse’s duration and frequency. Below,
the main results are shown for $\tau = 1$ fs, i.e., the frequency of the pulse $\approx 1$ eV. Here we consider only one oscillation of the field addressing the problem of ultrafast control of the valley degree of freedom. Thus, we consider the case when valley polarization can be generated by just a single oscillation of the optical pulse. Under this condition, only one parameter, $\tau$, characterizes the pulse’s duration and frequency. As mentioned above, the continuous model of graphene generates an infinite number of states within the nanoring. In Fig. 3.2, we show only the energy levels taken into account in our calculations. These levels are within the energy window, $-2$ eV $< E < 2$ eV. Such energy interval is chosen in such a way that for the optical pulse with the amplitude up to $F_0 = 0.3$ eV, the valley polarization converges to the values presented below with the accuracy less than 5%.

We apply a single cycle of a left circularly polarized optical pulse. The pulse profile, i.e., the $x$ and $y$ components of the pulse electric field, is shown in Fig. 4.3. Before the pulse, all states of graphene nanoring with negative energies are populated. The optical pulse results in the redistribution of electrons between the states of the nanoring and in the population of the CB states, both the in-gap states and the bulk states.

We assume that the pulse duration, around 6 fs, is less than the characteristic relaxation times of the nanoring. In this case, the electron dynamics within the graphene nanoring is described by the time-dependent Schrödinger equation,

$$i\hbar \frac{d\Psi^{(\xi)}(t)}{dt} = \mathcal{H}^{(\xi)}(t)\Psi^{(\xi)}(t).$$

(3.13)
We expand a solution of Eq. (2.2) in the basis of single-particle states (3.1), $\psi_i$,

$$\Psi^{(\xi)}(t) = \sum_{j=1}^{N} \beta_j^{(\xi)}(t) \psi_i^{(\xi)} e^{-\frac{i}{\hbar}E_j t},$$  \hspace{1cm} (3.14)$$

with the time-dependent expansion coefficients $\beta_j^{(\xi)}(t)$.

One of the main characteristics of electron dynamics in the field of the pulse is the total CB population, $N_{CB}^{(\xi)}$. In Fig. 3.4, the CB population is shown as a function of time for the two valleys, $K$ and $K'$, and different amplitudes of the pulse, $F_0$. The size of the nanoring is $R_{in} = 5 \text{ nm}$ and $R_{out} = 15 \text{ nm}$. For all values of $F_0$ the electron dynamics is highly irreversible, i.e., the maximum CB population is almost the same as the final CB population,
i.e., the population after the pulse. The irreversible dynamics have also been observed in graphene monolayer [9]. Another essential property of CB population dynamics is that the final CB population for the $K$ valley is always greater than the corresponding population for the $K'$ valley. It means that, after the pulse, there is a finite valley polarization of the graphene nanoring.

As expected, the CB population monotonically increases with the field amplitude, see Fig. 3.4. Here, the results are shown for the frequency of the pulse around 1.0 eV, which corresponds to the time parameter of $\tau = 1$ fs, see Eqs. (3.11)-(3.12). To illustrate the effect of the pulse frequency on the electron dynamics, we show in Fig. 3.5 the CB population for different values of $\tau$. In all cases, the pulse has only one oscillation. With increasing $\tau$, the pulse frequency decreases, which enhances the coupling of the VB states and the in-gap CB states, where the energy separation between them is relatively small, i.e., less than 1 eV. As a result, the populations of the in-gap edge states increase with $\tau$. Such a tendency is visible in Fig. 3.5 for both valleys, while it is more pronounced for the $K$ valley. To characterize the final state of the electron system, we show in Fig. 3.6 the occupations of individual CB levels after the pulse. The results are shown for different field amplitudes. As discussed above, with increasing the field amplitude, $F_0$, the occupations of the CB levels monotonically increase, which occurs for each level. At the same time, the largest occupations are visible for the in-gap edge CB states, which are marked by red lines. Also, the main difference between the $K$ and $K'$ valleys is mainly in the populations of the in-gap edge states.
Figure 3.4 Conduction band population as a function of time. The conduction band states are the states with positive energies. The data are shown for different field amplitudes for the $K$ valley [panel (a)] and the $K'$ valley [panel (b)]. The corresponding values of $F_0$ are shown next to each line. The inner and outer radii of the nanoring are $R_{in} = 5$ nm, $R_{out} = 15$ nm. The time constant, which determines the frequency and the duration of the optical pulse, is $\tau = 1$ fs. The optical pulse is left circularly polarized.
Figure 3.5 Conduction band population as a function of time. The conduction band states are the states with positive energy. The data are shown for different value of parameter $\tau$ for the $K$ valley [panel (a)] and the $K'$ valley [panel (b)]. The corresponding values of $\tau$ are shown next to each line. Parameter $\tau$ determines both the frequency of the pulse and its duration. The time is shown in dimensionless units, $t/\tau$. The inner and the outer radii of the nanoring are $R_{\text{in}} = 5$ nm and $R_{\text{out}} = 15$ nm. The field amplitude is $F_0 = 0.1$ V/Å. The optical pulse is left circularly polarized.
Figure 3.6 Population of individual conduction band levels. The results are for the $K$ valley [panels (a), (b), and (c)] and the $K'$ valley [panels (d), (e), and (f)]. The amplitude of the pulse is $F_0 = 0.1$ V/Å[panels (a) and (d)], $F_0 = 0.2$ V/Å[panels (b) and (e)], $F_0 = 0.3$ V/Å[panels (c) and (f)]. The inner and the outer radii of the nanoring are $R_{\text{in}} = 5$ nm and $R_{\text{out}} = 15$ nm. The red lines correspond to in-gap edge states, while the blue lines correspond to bulk states of the nanoring. The time constant of the pulse is $\tau = 1$ fs. The optical pulse is left circularly polarized.
Figure 3.7 Population of individual conduction band levels. The results are for the $K$ valley [panels (a) and (b)] and the $K'$ valley [panels (c) and (d)]. The time constant of the optical pulse is $\tau = 1$ fs [panels (a) and (c)] and $\tau = 2$ fs [panels (b) and (d)]. The inner and the outer radii of the nanoring are $R_{\text{in}} = 5 \text{ nm}$ and $R_{\text{out}} = 15 \text{ nm}$. The red lines correspond to in-gap edge states, while the blue lines correspond to bulk states of the nanoring. The amplitude of the pulse is $F_0 = 0.1 \text{ V/Å}$. The optical pulse is left circularly polarized.

For example, comparing panels (c) and (f), we can say that the populations of the bulk CB states, which are shown by blue lines, are almost the same for the $K$ and $K'$ valleys, while the populations of the edge CB states (red lines) are quite different. Such a difference
results in the final valley polarization of the system.

To emphasize the effect of the frequency of the pulse on the ultrafast electron dynamics, we show in Fig. 3.7 the final populations of the CB levels for different values of $\tau$. When the time parameter $\tau$ increases from 1 fs to 2 fs, the populations of the in-gap edge states are strongly increased. This is because the pulse frequency becomes smaller, and the low-energy CB states become more populated. Such an enhancement is more pronounced for the $K$ valley, see Fig. 3.7. For example, the populations of all edge CB states (the red lines in Fig. 3.7) strongly increase when $\tau$ changes from 1 fs to 2 fs for the $K$ valley and almost all of them become around 0.4, while, for the $K'$ valley, even for $\tau = 2$ fs only two red lines are visible in the figure with the populations of 0.4 and 0.1.

The main outcome of the interaction of the circularly polarized pulse with the graphene nanoring is the valley polarization of the electron system. We have used two expressions to define the valley polarization, $P$ and $P_N$, see Eqs. (2.9)-(2.10). Here, $P$ is just the difference between the CB populations of the $K$ and $K'$ valleys per unit area, while $P_N$ is its normalized value.

In Fig. 3.8, the valley polarization $P$ is shown as a function of the field amplitude for different parameters of the nanoring. At small field amplitudes, the valley polarization quadratically increases with $F_0$. At large values of $F_0$, the valley polarization shows a saturated behavior. Such saturation is related to the finite number of nanoring levels considered in the model. Although our results are the most accurate for the field amplitude less than 0.3 V/Å, we show the data for the field amplitude of up to 0.5 V/Å to illustrate the effect
Figure 3.8 The valley polarization of a graphene nanoring. The valley polarization is defined by Eq. (2.9) and is shown as a function of the field amplitude $F_0$ for different parameters of the nanoring. In panel (a), the inner radius is fixed at $R_{in} = 5$ nm and the outer radius is varied with the corresponding values shown next to each line. In panel (b), the outer radius is fixed at $R_{out} = 35$ nm, and the inner radius is varied with the corresponding values shown next to each line. The time constant of the pulse is $\tau = 1$ fs, and the pulse is left circularly polarized. The insets in each panel show the valley polarization at small values of $F_0$. 
of a finite number of levels within a nanoscale system.

In Fig. 3.8(a), the inner radius of the nanoring is fixed, and the outer radius is varied. The results show that with increasing the outer radius, the valley polarization $P$, defined as the polarization per unit area, decreases. This is consistent with the fact that the valley polarization of the graphene monolayer, i.e., an infinite graphene nanoring, is zero.

Figure 3.8(b) illustrates the valley polarization’s dependence on the nanoring’s inner radius. In this case, with decreasing the inner radius, while the size of the nanoring increases, the valley polarization still increases. Thus, these results suggest that the maximum valley polarization is achieved for a nanoring with the smallest inner radius, i.e., for a disk. To check this statement, we calculated the valley polarization for a disk using the infinite mass boundary conditions at the disk’s boundary. The results show that for the graphene disk with the radius of 15 nm, the valley polarization is $P = 0.0028 \text{ nm}^{-2}$ for the field amplitude of 0.2 V/Å, while for the ring with the inner radius of 5 nm and the outer radius of 15 nm, the corresponding valley polarization has a smaller value of $P = 0.0014 \text{ nm}^{-2}$. These data support the above statement that the valley polarization is the largest for the disk. A detailed analysis of the valley polarization generated in graphene nanodisks by the optical pulse will be given elsewhere.

At small field amplitudes, $F_0$, the valley polarization has a quadratic dependence on $F_0$, i.e., a linear dependence on the power of the pulse, with the coefficient that depends on the parameters of the nanoring. We can approximate such dependence with the following
Figure 3.9 The valley polarization of a graphene nanoring. The valley polarization is defined by Eq. (2.10) and is shown as a function of the field amplitude $F_0$ for different parameters of the nanoring. In panel (a), the outer radius is fixed at $R_{\text{out}} = 35 \text{ nm}$, and the inner radius is varied with the corresponding values shown next to each line. In panel (b), the inner radius is fixed at $R_{\text{in}} = 5 \text{ nm}$, and the outer radius is varied with the corresponding values shown next to each line. The time constant of the pulse is $\tau = 1 \text{ fs}$, and the pulse is left circularly polarized.

expression

$$P = \frac{5.42 R_{\text{out}} - 5.89 R_{\text{in}} + 30}{R_{\text{out}}^2 - R_{\text{in}}^2} F_0^2,$$

where $F_0$ is measured in V/Å and $R_{\text{out}}, R_{\text{in}}$ are in nm. Equation (3.15) can be used to design the nanoring with a given value of the valley polarization. A comparison of interpolated plot with the actual calculation by using Dirac Effective model is illustrated in Fig. 3.9.

The valley polarization can also be characterized by its normalized value, see Eq. (2.10),
which shows the fraction of the excited electrons that are valley polarized. The normalized valley polarization as a function of the field amplitude, $F_0$, is shown in Fig. 3.10 for different sizes of the nanoring. Similar to the case of valley polarization $P$, see Fig. 3.8, for a fixed internal radius of the nanoring, $R_{\text{in}}$, the valley polarization $P_N$ decreases with increasing the size of the system, i.e., $R_{\text{out}}$, see Fig. 3.10(b). This is consistent with the expectation that with increasing the size of the nanoring, the system becomes more similar to a pristine graphene monolayer, for which there is no valley polarization after a circularly polarized pulse.

Also, when the outer radius is fixed, and the inner radius is varied, see Fig. 3.10(a), the valley polarization increases with decreasing the inner radius of the nanoring, $R_{\text{in}}$. This behavior is similar to what was shown in Fig. 3.8(b) and also means that the maximum valley polarization is observed for the small inner radius. The normalized valley polarization can reach the value of up to 40 %, see Fig. 3.10(b).

The main difference between the valley polarizations $P$ and $P_N$ is that, at small field amplitudes, the normalized valley polarization almost does not depend on the field amplitude. Its dependence on the parameters of the nanoring can be approximated by the following expression

$$P_N = -0.005886 R_{\text{out}} - 0.0072 R_{\text{in}} + 0.4964.$$  \hfill (3.16)

Such an expression can be used to predict the valley polarization for the nanoring of a given size.

Comparing behaviors of $P$ and $P_N$, we can see that, at a finite field amplitude $F_0$, $P$
Figure 3.10 The valley polarization of a graphene nanoring. The valley polarization is defined by Eq. (2.10) and is shown as a function of the field amplitude $F_0$ for different parameters of the nanoring. In panel (a), the outer radius is fixed at $R_{out} = 35 \text{ nm}$, and the inner radius is varied with the corresponding values shown next to each line. In panel (b), the inner radius is fixed at $R_{in} = 5 \text{ nm}$, and the outer radius is varied with the corresponding values shown next to each line. The time constant of the pulse is $\tau = 1 \text{ fs}$, and the pulse is left circularly polarized.
increases with $F_0$, while $P_N$ decreases. For the valley polarization $P$, its increase with $F_0$ is because at larger field amplitudes, more nanoring levels are excited, resulting in larger populations of both the $K$ and $K'$ valleys and correspondingly in larger valley polarization $P$. For the valley polarization $P_N$, which is defined as a fraction of excited electrons that are valley polarized, both the number of the excited electrons and the difference between the CB populations of the two valleys increase with $F_0$. The main contribution to the difference in the CB populations of the valleys comes from the edge states, while the total population of the CB is determined by both the edge states and the bulk states of the nanoring. As a result, the valley polarization $P_N$ decreases with increasing the field amplitude.

Expressions (3.15) and (3.16) have been obtained for a particular profile of the optical pulse, which is a single oscillation circularly polarized optical pulse with the time constant of $\tau = 1$ fs. Similar expressions can be obtained for optical pulses of different polarizations, frequencies, and durations. The parameters of the edge states of the graphene nanoring depend on the shape of the ring, and the model used to describe it [58]. Thus, they will also affect the valley polarization and the corresponding expressions (3.15) and (3.16).

### 3.4 Conclusion

In graphene-like systems with two valleys, the valley polarization can be induced only through the processes which break the time-reversal symmetry. For example, such polarization can be introduced in systems interacting with a circularly polarized pulse. Here, ultrashort optical pulses are particularly interesting since they allow control of the valley degree of
freedom at a femtosecond time scale. The valley polarization can be induced by such an ultrashort circularly polarized pulse in monolayers of graphene-like materials only if they have broken inversion symmetry. The broken inversion symmetry also introduces a finite band gap in the system. Thus, in pristine graphene, which has inversion symmetry, no valley polarization can be generated by any short optical pulse. To resolve such a problem, we consider a graphene monolayer with broken translational symmetry, i.e., graphene nanoring. The energy spectrum of such a nanoring consists of bulk states with a finite band gap between the valence and the conduction bands and in-gap edge states. Such in-gap states are mainly responsible for generating a finite valley polarization of the nanoring. The valley polarization induced by the ultrashort optical pulse depends on the parameters of the nanoring, i.e., its inner and outer radii. With increasing the size of the nanoring, the normalized valley polarization decreases and converges to a zero value for the infinite graphene monolayer.

Although we considered a particular shape of the graphene nanosystem, i.e., nanoring, we expect that the valley polarization can be induced by an ultrashort circularly polarized pulse for a graphene nanoflake of any shape. In our analysis, we also did not consider an inter-valley mixing induced by the boundaries of the graphene nanosystem. Such mixing can be significant only for relatively small graphene nanorings.
CHAPTER 4
High Harmonic Generation by Linearly Polarized Laser Pulse

4.1 Introduction

Pristine graphene has constrained optoelectronic applications due to its lack of optical emission, GQDs offer a compelling contrast. GQDs are renowned for their broadband absorption capabilities and can serve as fluorescent materials across a wide spectral range, spanning from ultraviolet to infrared regions [60, 61, 62, 63]. This opens up diverse possibilities for their use in advanced optoelectronic applications. Quantum confinement in graphene nanostructures breaks the inherent inversion symmetry, leading to the emergence of a non-zero bandgap and a quantized energy spectrum, which can be adjusted by changing the size of the system [64]. When these structures encounter an intense optical pulse, a remarkable non-linear optical phenomenon known as High Harmonic Generation (HHG) occurs [65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76]. HHG materializes through the interaction of an intense laser field with the nanostructure, triggering the emission of radiation at integer multiples of the incident laser frequency [70]. HHG in graphene QDs is especially appealing, since it can be controlled by the size and the shape of a QD.

In the context of solid state physics, a strong short optical pulse modifies both the transport and optical properties of solids [77, 78, 79, 80, 65, 81, 82, 83, 84, 85, 20, 86, 87, 88]. In terms of electron dynamics, an ultrashort optical pulse induces two distinct dynamics known as interband and intraband electron dynamics which unfolds the process of HHG through the interactive interactions of these two distinct dynamics [69, 70, 71, 75, 76, 89]. The
intraband dynamics provokes the redistribution of electrons from the conduction band to the
valance band while the intraband dynamics facilitates the electron transitions through non-
parabolic bands, leading to a non-linear optical response. Both dynamics are instrumental in
producing high harmonics, but their respective contributions depend on the solid’s bandgap
and the pulse parameters, such as its frequency and amplitude.

While numerous studies have extensively employed the TB model and DFT for exploring
GQDs, usually these models are applied for the QDs of relatively small sizes, less than 5
nm. The TB model of small GQDs has been applied to study HHG in such systems, where
the effect of dephasing on generation of high harmonics has been analyzed. To study
the HHG in large QDs with a size of upto 30 nm, the effective low-energy models should
be applied. Such effective model can describe only the low-energy electron dynamics in
such QDs, which introduces limitations on the intensity of external optical pulses. Also,
the effective model cannot be applied to small QDs when the inter-valley mixing becomes
important.

In this chapter, we study the generation of high harmonics in GQDs, which have the
shape of a disk, as shown in Fig. 4.1. The QDs are described within an effective model,
which allows us to consider QDs of large sizes. The unique features in high harmonic spectra
that are specific to GQDs should be expected when the frequency of the pulse or the energy
scale introduced by the field of the pulse is comparable to the QD band gap, which occurs
due to the dimensional quantization of the system.
4.2 Energy Spectrum

The confinement potential $V(r)$ in (2.1) corresponds to the infinite mass constrain and is given by the following expression

$$V(r) = \begin{cases} 0 & r = R \\ \infty & \text{else where} \end{cases}, \quad (4.1)$$

where $R$ is the radius of a QD. The eigenfunctions and the energy spectrum are obtained from the corresponding Schrodinger equation

$$\mathcal{H}(\xi)\psi(\xi) = E(\xi)\psi(\xi), \quad (4.2)$$

where $E(\xi)$ is the eigenenergy and $\psi(\xi)$ is the corresponding eigenfunction.
Solutions of the differential equations (3.2) and (3.3) has the following form

\[
\begin{pmatrix}
\chi_1^{(\xi)}(r) \\
\chi_2^{(\xi)}(r)
\end{pmatrix} = A \begin{pmatrix}
J_{m-\xi/2}(\varepsilon^{(\xi)} r/R) \\
\imath J_{m+\xi/2}(\varepsilon^{(\xi)} r/R)
\end{pmatrix},
\]

(4.3)

where \(J_n(x)\) is the Bessel function of the \(n^{th}\) order, \(A\) is the normalization constant and \(\varepsilon^{(\xi)} = E^{(\xi)} R/\gamma\) is the dimensionless energy. The energy spectrum is obtained from the infinite mass boundary conditions, which can be expressed as Eq. 3.7 [45, 46, 47]. Substituting \(\chi_1^{(\xi)}(r)\) and \(\chi_2^{(\xi)}(r)\) from Eq. (4.3) we obtain the following eigenvalue equation

\[J_{m-\frac{\xi}{2}}(\varepsilon) + \xi J_{m+\frac{\xi}{2}}(\varepsilon) = 0.\]

(4.4)

The eigenvalue equation (4.4) is solved numerically for the \(K\) and \(K'\) valleys. The typical energy spectra of graphene QDs are shown in Fig. 4.2. The energy levels are characterized by magnetic quantum number \(m\). The levels with the negative and positive energies belong to the valence and the conduction bands, respectively. Due to the finite size of the system, the energy spectra have finite band gaps, which decrease with increasing the QD size. For example, for a QD with the radius of 15 nm the band gap is 0.578 eV, but when the radius becomes 30 nm, the band gap is 0.29 eV. The energy spectra of graphene QDs also show the time reversal symmetry of the system. Namely, the energy spectra satisfy the following condition \(E_{K,m} = E_{K',-m}\), where \(E_{K,m}\) and \(E_{K',m}\) are the energy spectra of the \(K\) and \(K'\) valleys. Another important feature of the energy spectra of graphene QDs is that the minimum of the conduction band and the maximum of the valence band are at different values of \(m\).

This property results, for example, in the generation of finite valley polarization after
Figure 4.2 Energy spectra of graphene quantum dots. The energy spectra are shown for the $K$ (a), (d) and $K'$ (c), (d) valleys. The radius of the quantum dot is 15 nm (a), (c) and 30 nm (b), (d).
a circularly polarized ultrashort optical pulse is applied to the system [64]. For a linearly polarized pulse, the responses of $K$ and $K'$ to the pulse are the same, i.e., the generated dipole moments and the corresponding radiation spectra are the same.

4.3 Results and Discussion

We study the nonlinear response of the QD system to an external ultrashort optical pulse. The optical pulse is linearly polarized in the $x$ direction with field profile of the following form

$$F_x(t) = F_0 e^{-(t/\tau)^2} \cos(\omega_0 t),$$

(4.5)

where $\tau$ determines the duration of the pulse, $\omega_0$ is the frequency of the pulse, and $F_0$ is the amplitude of the pulse. The dynamics of a QD placed in the field of an optical pulse is described by the Hamiltonian, which consists of the field-free Hamiltonian (2.1) and the part that describes the interaction of the electron system with the field of the pulse. The profile of the electric field of a linearly polarized pulse is shown in Fig. 4.3. Such a pulse generates time-dependent dipole moment, which finally results in far-field radiation. Without relaxation, the generated residual dipole moment, i.e., the dipole moment after the pulse, has an oscillating behavior, which strongly affects the radiation spectra. Such oscillations are suppressed due to relaxation and dephasing processes. In our coherent approach, to eliminate the contribution to the radiation spectra from the oscillating part of the residual dipole moment, we included the relaxation time phenomenologically as an extra factor $e^{-t/\tau_r}$ in the expression for the dipole moment. For all data presented below the relaxation time
Figure 4.3  Profile of the electric field of the pulse as a function of time. The amplitude of the pulse is 0.2 V/Å. The frequency of the pulse is 1 rad/fs and the pulse duration is determined by parameter $\tau = 15\text{fs}$.

$\tau_r$ was 15 fs.

The generated radiation spectra for different parameters of the system and the optical pulse are shown in Fig. 4.4. The general tendency that is visible in Fig. 4.4 is that the cutoff frequency increases with increasing the size of the system, which is expected since with increasing the QD radius there are more levels that contribute to the generation of high harmonics. The range of the frequencies shown in Fig. 4.4 covers different situations when the frequency of the pulse is less or greater then the band gap of the system. For the frequency of the pulse of 0.25 rad/fs, which corresponds to the energy of 0.16 eV, for all
Figure 4.4 Radiation spectra of graphene quantum dots. The frequency and the amplitude of the pulse are marked in each panel. Different lines in each panel correspond to different radii of graphene quantum dots. The intensities are shown in the logarithmic scale and the frequency is shown in units of the frequency of the pulse, $\omega_0$. 
QDs, the frequency of the pulse is less than the band gaps. For the largest frequency of 1 rad/fs, i.e., the energy of 0.65 eV, the frequency of the pulse is greater than the band gap for all QDs considered here. For the intermediate frequency of 0.5 rad/fs, i.e., the energy of 0.33 eV, for small QDs, the frequency is less than the band gap, while for large QDs, the frequency is greater than the band gap. There are two main differences in radiation spectra for small and large frequencies: (i) at small frequency of the pulse, the cut off frequency has a stronger dependence on the QD radius compared to the case of a large frequency. (ii) at the large pulse frequency, the harmonic peaks become well pronounced, while such clear picture is not visible for a small pulse frequency. Also, due to the inversion symmetry of the system, only the odd harmonics are generated. The radiation spectra depend on the size of the system, i.e., on the QD radius, which affects both the cutoff frequency and the intensities of high harmonics. The intensities of the first high harmonics, i.e., the third, the fifth, and the seventh, are shown in Fig. 4.5 as a function of QD radius $R$. The results are shown for different frequencies of the pulse and different amplitudes. The general tendency is that with increasing the QD size the intensities of high harmonics decreases. Thus, for the sizes considered in the present paper, the maximum intensities of the low harmonics are mainly realized at the radius of 15 nm. But this dependence is not universal. For some parameters of the pulse, for example, for the third harmonics and the pulse amplitude of 0.1 V/Å and its frequency of 0.5 rad/fs, the maximum intensity is realized at the intermediate QD size, i.e., at $R = 20$ nm. Also, for the seventh harmonics and the field amplitude of 0.05 V/Å, see Fig. 4.5(i), the intensity of the harmonics increases with the radius.
Figure 4.5  Intensities of high harmonics as a function of quantum dot radius. The data are shown for the first three harmonics: the third harmonic (a), (d), (g); the fifth harmonic (b), (e), (h); the seventh harmonic (c), (f), (i). The frequency of the pulse is marked in each panel. Different lines in each panel correspond to different pulse amplitudes, which are shown next to the corresponding lines.
Another important characteristic of the radiation spectra is the cutoff frequency. The dependence of the cutoff frequency on the QD size is shown in Fig. 4.6. The cutoff frequency monotonically increases with the QD radius, which is related to increasing the number of single-particle levels in QD systems. Also, as expected, the cutoff frequency increases with the amplitude of the pulse. As a function of the frequency, more harmonic modes are generated for low frequency pulses. For example, for the frequency of 0.25 rad/fs, see Fig. 4.6(c), up to 100 harmonics can be generated for the radius of 30 nm and the field amplitude of 0.2 V/Å, while for the frequency of 1 rad/fs, see Fig. 4.6(a), only 30 harmonics can be radiated. At the same time in terms of the maximum frequency or the cutoff energy, i.e., the maximum photon energy that can generated, these numbers are 25 rad/fs for the frequency of 0.25 rad/fs and 30 rad/fs for the pulse frequency of 1 rad/fs. Thus the higher frequency pulse has the larger cutoff energy. Another clear feature visible in Fig. 4.6 is that with increasing the field amplitude, the dependence of the cutoff frequency on the QD size becomes stronger, i.e., the slope of the dependence of the cutoff frequency on the QD radius increases with $F_0$. This can be attributed to the fact that with increasing the field amplitude, the energy interval within which the QD states are affected by the pulse increases, and for larger QDs, this will increase the number of excited QD states, which finally strongly affects the cutoff frequency.
Figure 4.6  High harmonic cutoff as a function of the quantum dot radius. The frequency of the pulse is $1 \text{ rad/fs}$ (a), $0.5 \text{ rad/fs}$ (b, and $0.25 \text{ rad/fs}$ (c). Different lines in each panel correspond to different field amplitudes, which are marked next to the corresponding lines.
4.4 Conclusion

The generation of high harmonics in low-dimensional QD systems interacting with a short optical pulse opens the possibility of controlling the nonlinear optical response of such systems by changing their size and shape. In this chapter, we addressed the problem of high harmonic generation in graphene QDs. The unique property of such QDs is that the band gap is entirely due to dimensional quantization without any bulk contribution, i.e., the graphene monolayer does not have any band gap. Thus, the band gap strongly depends on the QD size, and correspondingly the nonlinear optical response of graphene QDs is determined by their dimensions.

There are two main characteristics of the radiation spectra of QDs. The first one is the intensity of generated high harmonics and the second one is the cutoff frequency. Both of these characteristics can be controlled by the radius of a graphene QD. The intensities of the lowest generated harmonics mainly decrease with the QD size achieving their largest values for small QDs. At the same time, under some parameters of the pulse, the maximum intensities of high harmonics are realized at intermediate QD sizes. The cutoff frequency of the radiation spectrum has a more universal behavior. It monotonically increases with the QD size and the sensitivity of the cutoff frequency to the QD size increases with the pulse intensity.

We expect that the results obtained above that are related to the dependencies of the intensities of high harmonics and the cutoff frequency on the QD size will be similar for other shapes of graphene QDs.
CHAPTER 5
Generation of High Harmonics in a Graphene Quantum Dot Exhibiting Broken Time-Reversal Symmetry

5.1 Introduction

One of the many unique features of graphene systems is its unique optical, and transport properties. The symmetries, such as time reversal symmetry and inversion symmetry profoundly influence these features in a graphene system. The inversion symmetry in the system protects the low-energy relativistic dispersion of the Dirac type while the time reversal sym-

Figure 5.1 Schematic Representation of a Graphene Quantum Disk Interacting with Circularly polarized Light and the Dipole moment as a result of interaction between QD and Ultrafast Pulse.
metry manifests itself in the form of degeneracy of $K$ and $K'$ valleys in a 2-dimensional crystal structure.

As mentioned in the previous chapters, to manipulate the inversion symmetry breaking phenomena, we used a unique approach of considering a quantum flake in an infinite potential of cylindrical form as compared to other methods such as applied electric field or substrate potential. Similarly, the time reversal symmetry is discussed in Chapter 3 in detail, circularly polarized light can break the time reversal symmetry of the graphene system.

In this chapter, we will discuss the phenomena of High Harmonic generation in graphene quantum dots with broken inversion symmetry. A circularly polarized light is used to influence the low energy electrons near the valleys of graphene quantum dots, causing nondegenerate valley polarization. This unique perturbation to electron eigenstates will generate an elliptically polarized dipole moment. A schematic diagram of a circularly polarized pulse producing a dipole moment which shows the fluctuation as well is shown in Fig. 5.1.

To study the energy spectrum of graphene QD of the shape of a disk we used the Dirac effective model, Eq. 2.1, and the energy eigenvalue equation is the same as Eq. 4.4. The energy spectrum of an unperturbed system can be seen in Fig. 4.2. As usual, the energy system exhibits quantized characteristics, while the $K$ and $K'$ valleys are mirror images of each other with a finite bandgap exhibiting typical behavior of broken inversion symmetry. The bandgap decreases with an increase in the size of the QD. The ultrafast optical pulse used to study the HHG is of cosine and sine form:
\[ F_x(t) = F_{0,x} e^{-\frac{(t/\tau)^2}{2}} \cos(\omega_0 t) \]  
(5.1)

\[ F_y(t) = F_{0,y} e^{-\frac{(t/\tau)^2}{2}} \sin(\omega_0 t) \]  
(5.2)

### 5.2 Results and Discussion

The radiation spectrum of graphene quantum dots is characterized primarily by cut-off frequency and the intensities of high harmonics. One way to analyze the transition of High Harmonics generated (HHG) from a linearly polarized pulse to a HHG as a result of QD shined by a circularly polarized laser pulse is introducing a parameter \( \alpha \) such that it allows us to observe the transition of radiation spectrum from linear to elliptically polarized pulse by the following equation.

\[ \alpha = \frac{F_{0,y}}{F_{0,x}} \]  
(5.3)

The pulse amplitudes follow;

\[ F_{0,x}^2 + F_{0,y}^2 = (F_0)^2 \]  
(5.4)

Utilizing these mathematical expressions, we can methodically vary the parameter \( \alpha \) within the range \([0,1]\), facilitating an analysis of the transition in optical response from a linearly polarized pulse to a complete circularly polarized pulse.
Figure 5.2 Radiation spectra of graphene QD. The frequency and size of QD are mentioned in each panel. Each line of the panel corresponds to a different ellipticity of the incident laser pulse. The vertical axis shows the intensities on a logarithmic scale, and frequencies are shown in units of frequency of the incident pulse.
In Fig. 5.2, the generated spectral profiles are shown in correspondence with varying ellipticities of the incident ultrafast laser pulses. The figure describes the spectral characteristics associated with laser pulses possessing frequencies of 1 rad/fs and 0.5 rad/fs, the interrelationship between ellipticity and the resultant spectral behaviors. A visible trend in Figure 1 is the decrement in the cutoff frequency with the increment in the ellipticity of the incident pulse.

The incident frequency of 0.5 rad/fs corresponds to an energy of 0.32 eV, which is lower than the bandgap energy of 0.57 eV associated with the quantum dot (QD) of size 15 nm. Conversely, the frequency of 1 rad/fs translates to an energy of 0.65 eV, which surpasses the bandgap energy of the QD.

A significant distinction between the radiation spectra of the QD is the dependency of harmonic peaks on the frequency of the applied pulse. In scenarios where a smaller frequency is applied, the radiation spectra exhibit a more plateaued trend. However, with the higher frequency of 0.65 eV, the harmonic peaks manifest with more prominent peaks and exhibit a pattern of decreasing intensities. The principle of inversion symmetry substantiates the emergence of solely odd harmonic peaks, thereby lending insight into the underlying physics of the spectral behavior as shown in Fig. 5.2. The pattern with which ellipticity, incident frequency, and high harmonic peaks interact shows the detailed changes in the radiation spectra of the QDs can be used on different parameters of perturbation.

The radiation spectra of QDs due to a linearly polarized light has a significant impact on the intensities of high harmonic for various sizes of QDs
Figure 5.3 Intensities of (a) third and (b) fifth harmonics as a function of ellipticity $\alpha$ for three radii studied. The frequency of the applied pulse is mentioned in the panels.
as mentioned in Chapter 4. Fig. 5.3 depicts the third and fifth harmonics in relation to the ellipticity of the applied laser pulse.

We use the laser pulse of frequency 0.5 rad/fs, for an ellipticity parameter of $\alpha = 0$ (linearly polarized pulse), there is a monotonic increasing relationship between the intensities of third and fifth harmonics and the size of QD. The Larger QDs have more energy levels within the [-2,2] eV range, leading to an increase in the electron transitions.

Fig. 5.3(a) and 5.3(b) show that the third and fifth harmonics have a parabolic relation with pulse ellipticity. The peak intensities for both harmonics reach a maximum value at $\alpha = 0.25$. This highlights the role of ellipticity in adjusting high harmonic intensities.

For higher $\alpha$ values, the intensities tend to align with the cutoff frequency trend. This similarity reveals the mechanism affecting both harmonic intensities and the cutoff frequency. By analyzing these patterns, we gain deeper insight into the interplay between laser pulse ellipticity, QD size, and the resulting radiation spectra, enhancing our understanding of the phenomena of HHG.

The dipole moment is calculated from the expression 2.11 since we have used the circularly polarized pulse Eq. 5.1, and 5.2, the optical response in terms of dipole moment also carries an elliptical behavior. Fig. 5.4 shows the ellipticity $\alpha_f(\omega)$ for the third and fifth harmonic as a function of ellipticity of applied ultrafast laser pulse $\alpha_{in}$. Initially, when $\alpha_{in} = 0$, i.e., the incident pulse is linearly polarized, the dipole moment shows a linear behavior as well, this has already been discussed in the previous chapter. For $\alpha_{in}$ values between 0.25 to 0.75 the ellipticity of output radiation polarized in a way that the y-component is greater than the
x-component, i.e., $\alpha_{I(\omega)} > 1$, see Fig. 5.5, reaching the maximum value of approximately 3. The dipole moment of QD is most sensitive in this range, making this plot a distinct peak or region of high intensity, emphasizing the pivotal role of pulse ellipticity. In the region of higher values of $\alpha_{in}$, i.e., 0.75 and above, the ellipticity of the dipole moment shows a nonresponsive behavior, resulting in a circularly polarized dipole moment with $\alpha_{I(\omega)} = 1$. The general trend of the plot shows how the QD’s dipole moment responds to varying incident pulse ellipticities. An initial upward trend indicates an increasing sensitivity of the QD as the pulse ellipticity increases, while a downward trend could signify diminishing returns or saturation effects.

The relationship between cut-off frequency, ellipticity, and the frequency of the applied laser pulse is an important aspect of the study, as shown in Fig. 5.6. The dependencies of the cutoff frequencies are examined for increasing values of ellipticity, for two specified frequencies, $\omega_0 = 1$ and 0.5 rad/fs. The graphical representation in Fig. 5.6 illustrates these dependencies, through a clearer understanding of the nonlinear dynamics. At $\alpha = 0$, the laser pulse manifests linear polarization, which generates a conduction band population distribution across both the $K$ and $K'$ valleys. This distribution results in a maximal number of high harmonics, thereby showcasing the consequential impact of linear polarization on harmonic generation. However, as the values of $\alpha$ increase to 0.75 or surpass this threshold, a sharp decline in the cutoff frequency trend is observed. As there is a gradual increment in the value of $\alpha$, the cutoff frequency mostly remains stable, displaying no significant dependencies.
Figure 5.4 Ellipticity of Dipole moment at the third and fifth harmonic peak as a function of ellipticity of applied pulse. The radius of the QD and frequency of the applied pulse are mentioned in the plot.
Figure 5.5 Schematic Diagram of an elliptically polarized ultrafast laser pulse and the resultant Elliptically Polarized Dipole moment in an opposite direction between the range $\alpha = 0.2 - 0.75$. 
Figure 5.6  High Harmonic cutoff as a function of ellipticity $\alpha$ of the applied pulse. Two lines in the panel correspond to $\omega_0$ 0.5 rad/fs and 1 rad/fs.
The reason for suppressed cutoff frequency is the continuous rotational symmetry of the whole system (i.e., circular shape). The relationship between the decreasing cutoff frequency value and the shape of the nanosystem can be used for the conceptualization and development of devices of different shapes and dimensions. Therefore adding the scope of tuneable quantum optical device engineering and potentially advancing the frontier of knowledge in this domain.

Moreover, an interesting observation is that for a frequency of 0.5 rad/fs, the cut-off frequency is nearly twice that at 1 rad/fs, as shown throughout the trend in Fig. 5.6. At higher frequency, the system exhibits resonance and behaves like a two-state system. This observation underpins the direct correlation between the lower frequency of the applied pulse increased transitions to the CB states and the enhanced high harmonic generation. The significant role played by the frequency in modulating the spectral characteristics and high harmonic responses.

In the case of linear polarization laser pulse, a notable trend is observed in the cutoff energy for the radiation spectra, increasing monotonically with the increase in the quantum dot (QD) radius, as illustrated in Fig. 5.7. At an ellipticity parameter of $\alpha = 0$, the generated high harmonic modes for a QD radius of 25 nm approximates to 38. In comparison, a QD with the smallest radius of 15 nm generates a harmonic count of 28. This observation shows the substantial amplification of 78% in the harmonic count to a 36% increase in the geometric area of the QDs.
Figure 5.7 The cutoff frequency as a function of ellipticity parameter ($\alpha$). Each line within the panel represents distinct radius values of the quantum dot (QD). The frequency of the applied pulse is denoted within the panel.
As the ellipticity of the pulse increases to the threshold value of 0.75 and surpasses it, the cutoff frequency lines show a convergence trend to a particular point across all calculated radius values. This behavior shows that the cutoff frequency exhibits independence from the size of the QD at an ellipticity parameter of $\alpha = 1$, signifying a condition of complete circular polarization of the pulse. This observation unravels an important understanding of the relation between the ellipticity of applied pulse and the size of QD, and its impact on cutoff frequency, i.e., the cutoff frequency is independent of the size of the QD if a circularly polarized light is used. This is again due to the continuous rotational symmetry of the QD.
CHAPTER 6
SUMMARY

In this dissertation, we investigate the ultrafast non-linear dynamical behaviors of finite graphene structures, specifically focusing on two distinct geometries: nanorings and disk-shaped quantum dots.

Initially, we characterize the nanoring by the Dirac effective model, given its suitability as a region-specific analytical framework. Our primary emphasis is on the low-energy electronic states proximate to the $K$ and $K'$ valleys. A circularly polarized light is shined on the nanoring, leading to the disruption of time-reversal symmetry, a phenomenon to which pristine graphene is intrinsically insensitive. As a consequence of broken time reversal, the population of electrons in the conduction band region of valleys is non-degenerate. This non-degenerate behavior of valleys can be controlled by changing the laser parameters such as amplitude and pulse duration. While the population of the conduction band region augments in correlation with the enhancement of field parameters, there is discernible evidence of a non-degenerate valley population in the graphene quantum ring. After the establishment of this idea that the broken time reversal symmetry causes valley polarization, the final results of this study were analyzed for different inner and outer radii with increasing field amplitude. The valley polarization plots were interpolated for a smaller field amplitude. These interpolated functions facilitate the precise determination of valley polarization in the system, obviating the need for resource-intensive computations. Consequently, this offers a direct methodology for designing nanodevices to achieve specific valley polarizations.
We study the behavior of non-linear optical dynamics of a disk-shaped graphene nanoflake. A linearly polarized optical pulse, characterized by a cosine waveform, is employed to perturb the system, leading to the electron population transition into the valley regions of the conduction band. The temporally variant coefficients of electron wave functions encapsulate the requisite information for determining the dipole moment of a graphene quantum dot. The emission spectrum, derived from the Fourier transformation of the time-domain dipole moment, exhibits two primary characteristics: the cutoff frequency and the intensity of harmonics generated due to the influence of the ultrafast pulse. These two characteristics of the emission spectrum, the intensity of generated harmonics, and the cutoff frequency display a dependence on the quantum dot size. Harmonic intensities exhibit a dual behavior: the intensities of the lower harmonics diminish with increasing quantum dot size, attaining their maximal values for smaller quantum dots, while under certain pulse parameters, peak intensities of high harmonics manifest at intermediate sizes. Interestingly, the cutoff frequency demonstrates a consistent trend, increasing monotonically with quantum dot size, with its sensitivity increasing alongside pulse intensity. It is concluded that these observations concerning harmonic intensities and cutoff frequency in relation to quantum dot size may extend to other geometries of graphene-based devices.

Furthermore, we study the optical response of disk-shaped graphene QD, while changing the ellipticity of laser pulse from complete linear polarization to circular polarization. The two important characteristics of radiation spectra were analyzed while the polarization of light makes the transition from linear to completely circular. The cutoff frequency of QD
suppresses under the influence of circularly polarized light due to the continuous rotational symmetry of the system, this suppression of cutoff frequency results in its independence from the radius of the quantum dot. However, different values of cutoff frequency at different ellipticity suggest a tunable behavior in the optical response of quantum dots. The intensities of harmonics, which have monotonic dependence on the quantum dot size for a linearly polarized pulse also shows a sharp decline when the ellipticity of the laser pulse is close to the circular polarization value. This behavior similar to cutoff frequency also results from the interplay of rotational symmetry and polarization of incident pulse.

Further investigation into various graphene configurations, for example, graphene nanoribbons, and complex structures could reveal more interesting characteristics of ultrafast non-linear dynamics on graphene-based systems. Furthermore, the recent synthesis of $\text{MoSi}_2\text{N}_4$ and $\text{WSi}_2\text{N}_4$ monolayers has indicated the inception of a novel class of two-dimensional (2D) $\text{MA}_2\text{Z}_4$ materials, these materials vary from non-magnetic, anti-ferromagnetic, to ferromagnetic semiconductors, half-metals, and metals. The study of nonlinear dynamics in such materials under the influence of ultrafast laser pulse can open up near frontiers in valleytronics and high harmonic generation, as the bandgap of these materials is tuneable due to broken inversion symmetry and external electric field.

Moreover, Investigating the response of these graphene nanostructures to various laser fields, beyond the polarized pulse currently employed, and studying the correlation between mechanical and optical properties, such as the effects of strain on the non-linear optical responses of graphene structures, could open up novel perspectives in material science.
Appendices
A Appendix A

Listing 1 Graphene quantum dot solver

```matlab
% ==============================================================
% Graphene Quantum Ring Eigenvalue Solver
% 
% This script numerically solves the eigenvalue equation of a graphene
% quantum ring using the Dirac effective model. The outer radius is fixed,
% and solutions are obtained for different inner radius values.
% 
% The bisection method is employed to find solutions where the function
% changes its sign. Solutions exhibiting asymptotic behavior are filtered
% out to retain only physical solutions of the equation.
% ==============================================================
```
% ------ Clear workspace and close figures ------

clear all;
close all;

% ============== Parameters ==============
% Define the parameters needed for the calculations.

h = 0.65821;    % Reduced Planck constant (in eV fs)
gamma = 3.03;    % The nearest neighbor hopping integral (in eV)
Rin = 5;         % Rin - Inner radius of the quantum ring (in nm)
Rout = 15;       % Rout - Outer radius of the quantum ring (in nm)
m = -41/2:1:41/2; % Magnetic quantum number
T = 1e3;         % Total number of input points for eigen function
S = 15;          % Number of solutions this code will go through
% ============== Calculations ==============

% Perform the calculations for different inner and outer radius values.

% Initialize a parallel processing loop over different inner and outer radius values

Energy_k = zeros(2*S,length(m));
for i = 1:length(Rin)
    Ri = Rin(i);  % Current inner radius value
    % Calculate solutions and store them in E_k
    E_k = Solution(S, Ri, Rout, gamma, m, T);
    Energy_k(:,:,i) = E_k;  % Store the current solutions in the Energy_k matrix
end

% Save the calculated energy values for the K valley
ENERGY_K_valley = Energy_k;
save('ENERGY_K_valley');
function Energy_k = Solution(S, rin, rout, gamma, m, T)
    % Solution Function
    %
    % Computes the energy levels near the K-Valley of a
    % Graphene Quantum Ring,
    % considering the asymptotic solutions and zero crossings.
    %
    % Inputs:
    %  S - Number of solutions this code will go through.
    %  rin - Inner radius (in nm)
    %  rout - Outer radius (in nm)
    %  gamma - The nearest neighbor hopping integral
    %  m - Magnetic quantum number
    %  T - Total Number of input points for Eigen
    %
    % Output:
    %  Energy_k - Calculated energy levels (in eV)
    %
    % Initialize Position and Negative arrays
Pos = zeros(S, length(m));
Neg = zeros(S, length(m));

% Loop over each magnetic quantum number to determine the
Asymptotic solutions.
for i = 1:length(m)
    MM = m(i);
    [pos,~]=asymptotes(rin./rout,MM,T);
    if length(Pos(:,i)) == length(pos)
        Pos(:,i) = flip(pos);
    elseif length(Pos(:,i)) - length(pos) >0
        a1 = length(Pos(:,i)) - length(pos);
        b1 = zeros(a1,1);
        pos1 = [pos;b1];
        Pos(:,i) = flip(pos1);
    else
        if length(Pos(:,i)) - length(pos) <0
            a3 = length(pos)- length(Pos(:,i));
            pos2 = pos(1:end-a3);
        % epsilon for conduction band
    end
end
Pos(:,i) = flip(pos2); % epsilon for

\textit{conduction band}

end

end

[~, neg] = asymptotes(rin./rout, MM, T);

if length(Neg(:,i)) == length(neg)

Neg(:,i) = (neg); % epsilon for

\textit{valence band}

elseif length(Neg(:,i)) - length(neg) > 0

a2 = length(Neg(:,i)) - length(neg);

b2 = zeros(a2,1);

neg1 = [neg;b2];

Neg(:,i) = (neg1); % epsilon for

\textit{valence band}

else

if length(Neg(:,i)) - length(neg) < 0

a4 = length(neg) - length(Neg(:,i));

neg2 = neg(1:end-a4);

Neg(:,i) = (neg2); % epsilon for

\textit{valence band}

end
end
end

% Merge positive and negative asymptotes
Asymptotes = [Pos; Neg];
e_C = zeros(S, length(m));
e_V = zeros(S, length(m));

% Adjust array lengths for all solutions to be stored in one matrix.
for i = 1:length(m)
    MM = m(i);
    [E_c1,~] = zero_crossings(rin ./ rout, MM, T);
    if length(e_C(:,i)) == length(E_c1)
        e_C(:,i) = flip(E_c1);
        % epsilon for conduction band
    elseif length(e_C(:,i)) - length(E_c1) > 0
        a5 = length(e_C(:,i)) - length(E_c1);
        b5 = zeros(a5,1);
        E_c = [E_c1;b5];
e_C(:,i) = flip(E_c);  \quad \text{\% \epsilon for conduction band}

else

if length(e_C(:,i)) - length(E_c1) < 0

a6 = length(E_c1) - length(e_C(:,i));

E_c = E_c1(1:end-a6);

e_C(:,i) = flip(E_c);  \quad \text{\% \epsilon for conduction band}

end

end

[~,E_v1]=zero_crossings(rin./rout,MM,T);

if length(e_V(:,i)) == length(E_v1)

e_V(:,i) = (E_v1);  \quad \text{\% \epsilon for valence band}

elseif length(e_V(:,i)) - length(E_v1) > 0

a7 = length(e_V(:,i)) - length(E_v1);

b6 = zeros(a7,1);

E_v = [E_v1;b6];

e_V(:,i) = (E_v);  \quad \text{\% \epsilon for valence band}

else

end
if length(e_V(:,i)) - length(E_v1) < 0
    a4 = length(E_v1) - length(e_V(:,i));
    E_v = E_v1(1:end-a4);
    e_V(:,i) = (E_v); % epsilon
    for valence band
        end
    end
end

epsilon1 = [e_C; e_V];

% Filter out asymptotic solutions from the physical solutions.
[Rows, Cols] = size(epsilon1);
Epsilon1 = zeros(Rows, Cols);
for j = 1:Cols
    a = Asymptotes(:, j);
    b = epsilon1(:, j);
    b(ismember(b, a)) = 0; % Replace asymptotic solutions with zero
Epsilon1(:, j) = b; % Epsilon is a unitless

variable for energy.

end

% Convert unitless variable to energy in eV

Energy_k = (Epsilon1 .* gamma ./ rout);

end

% ============= Function Definitions ================

function [pos, neg] = asymptotes(beta, M, T)

% Asymptotes Function
%
% This function finds the asymptotes of the energy levels
% in a Graphene
%
% Quantum Ring by looking for zero-crossings in the energy
% eigenvalue equation.
%
% Inputs:
%
% beta - Ratio of inner to outer radius
%
% M - Magnetic quantum number
%
% T - Total number of input points for Eigen function
% Outputs:
% pos - Positive energy eigenvalues corresponding to K-Valley
% neg - Negative energy eigenvalues corresponding to K-Valley

E2 = linspace(0, -50, T);
E1 = linspace(0, 50, T);
y1 = real(energies(beta, E1, M));
y2 = real(energies(beta, E2, M));

% Initialize zero-crossing counts for positive and negative energies in K-valley
kp1 = 1;
kn1 = 1;

for n = 1:T
    if n == T
        % Avoid exceeding the length of the array in (i+1)-th terms
        % Avoid exceeding the length of the array in (i+1)-th terms
    end
end
break

else

  \% K-Valley - Positive energy
  a1p1 = y1(n);
  a2p1 = y1(n + 1);
  Pap1 = a2p1 * a1p1; \% Product of consecutive terms
      \ - positive energy - K-Valley

  \% K-Valley - Negative energy
  a1n1 = y2(n);
  a2n1 = y2(n + 1);
  Pan1 = a1n1 * a2n1; \% Product of consecutive terms
       \ - negative energy - K-Valley

\% Selection of zeros of the energy eigenvalue
  equation by finding the zero crossings

\% K-Valley Positive eigenenergies
if Pap1 < 0 && imag(a1p1) == 0 && imag(a2p1) == 0
    Energy_valuesp1(kp1, 1) = (E1(n) + E1(n + 1)) / 2; \% Find energy eigenvalues
kp1 = kp1 + 1;

elseif Pap1 > 0
    Energy_valuesp1(kp1, 1) = 0;
    kp1 = kp1 + 1;
end

% K-Valley Negative eigenenergies
if Pan1 < 0 && imag(a1n1) == 0 && imag(a2n1) == 0
    Energy_valuesn1(kn1, 1) = (E2(n) + E2(n + 1)) / 2; % Find energy eigenvalues
    kn1 = kn1 + 1;
elseif Pan1 > 0
    Energy_valuesn1(kn1, 1) = 0;
    kn1 = kn1 + 1;
end
end
end
end

% Find band gap between corresponding energy levels of conduction and valance band
pos = nonzeros(Energy_valuesp1);
neg = nonzeros(Energy_valuesn1);

% Helper Function to Calculate the values of Denominator of EigenValue
% Equation

function y = energies(beta, E, M)
    y = zeros(1, length(E));
    for j = 1:length(E)
        er = E(j);
        [Y] = deno(beta, er, M);
        y(j) = Y;
    end
end

% Helper Function to Calculate the Denominator of the Energy Eigenvalue Equation

function [Y] = deno(b, E, m)
    % Bessel function = besselj
    % Neumann function = bessely

Y = (besselj(m + 1/2, b .* (E)) + besselj(m - 1/2, b .* (E)));

end

end

function [E_c, E_v] = zero_crossings(beta, M, T)

% zero_crossings Function

% Computes all values of zero crossing of Eigenvalue Equation at given input parameters.

% Inputs:
% beta - Ratio of inner and outer Radius
% M - Magnetic Quantum number
% T - Total Number of input points for Eigen Equation
% Outputs:
% $E_c$ - Solution in positive energy region
% $E_v$ - Solution in negative energy region

% Initialize Energy Ranges and Values
E2 = linspace(0, -50, T);
E1 = linspace(0, 50, T);
y1 = real(values(beta, E1, M));
y2 = real(values(beta, E2, M));

% Initialize zero-crossing counts for $K$-valley energies
kp1 = 1;
kn1 = 1;

for n = 1:T
    if n == T % Avoid exceeding the length of the array
        break
    else
        % $K$-Valley - Positive Energy
        a1p1 = y1(n);
        a2p1 = y1(n + 1);
    end
end
Pap1 = a2p1 * a1p1; \% Product of consecutive terms

\% K-Valley - Negative Energy
a1n1 = y2(n);
a2n1 = y2(n + 1);
Pan1 = a1n1 * a2n1; \% Product of consecutive terms

\% Select zeros of the energy eigenvalue equation by finding zero crossings

\% K-Valley Positive Eigenenergies
if Pap1 < 0 && imag(a1p1) == 0 && imag(a2p1) == 0
    Energy_valuesp1(kp1, 1) = (E1(n) + E1(n + 1)) / 2; \% Find energy eigenvalues
    kp1 = kp1 + 1;
end

\% K-Valley Negative Eigenenergies
if Pan1 < 0 && imag(a1n1) == 0 && imag(a2n1) == 0
    Energy_valuesn1(kn1, 1) = (E2(n) + E2(n + 1)) / 2; \% Find energy eigenvalues
kn1 = kn1 + 1;
end
end
end

% Store the Corresponding Energy Levels of Conduction and Valance Band
E_c = Energy_valuesp1;
E_v = Energy_valuesn1;

% Nested Function to Compute the Values of the Eigenvalue Equation
function y = values(beta, E, M)
    y = zeros(1, length(E));
    for j = 1:length(E)
        er = E(j);
        [Y] = eigenequation(beta, er, M);
        y(j) = Y;
    end
end
% Nested Eigen Equation Function

function [Y] = eigenequation(b, E, m)

% b - beta (Ratio of inner and outer Radius)
% m - Magnetic Quantum number
% E - Energy Level

a = (-bessely(m + 1/2, b .* (E)) - bessely(m - 1/2, b .* (E))) ./ ... 
          (besselj(m + 1/2, b .* (E)) + besselj(m - 1/2, b .* (E)));

x1 = a .* besselj(m - 1/2, E);

x2 = a .* besselj(m + 1/2, E);

x3 = bessely(m + 1/2, E);

x4 = bessely(m - 1/2, E);

Y = x1 + x2 + x3 + x4;
end
% Clearing workspace and command window

clear all
clc

% Starting timer to measure the execution time

tic

% Defining constants and parameters

omega = 1;

% time vector

t = linspace(-100,200,5000);

tau_relx = 15; % relaxation time

w = '1'; % omega string for file naming

Fo = '05'; % Fo string for file naming

tau = '15'; % tau string for file naming

radius = '5'; % radius string for file naming

f_o = (str2double(Fo)/100);
w_o = (str2double(w)/1);

% Creating file and path strings for loading data
s1 = '_w_';

w_field = strcat(s1,w);
s2 = 'Fx_';

F_field = strcat(s2,Fo);
s3 = '_tau_';

tau_field = strcat(s3,tau);

name_kx = strcat('Dx_k_r',radius,'_k_');

name_ky = strcat('Dy_k_r',radius,'_k_');

type = '.mat';

File_kx_valley = strcat(name_kx,F_field,tau_field,w_field);

File_ky_valley = strcat(name_ky,F_field,tau_field,w_field);

path = 'C:\Users\Jawad\OneDrive\Georgia State University\Matlab Codes\graphene quantum rings\Harmonics\Disk\Disk_diff_radius\output\';
% Loading x and y dipole moment data
Dxt = load(strcat(path, 'File_kx_valley', type));
dxt = fieldnames(Dxt);
dxt = Dxt.(dxt{1});
xk = (dxt);

Dyt = load(strcat(path, 'File_ky_valley', type));
dyt = fieldnames(Dyt);
dyt = Dyt.(dyt{1});
yk = (dyt);

% Processing dipole moment data
x = 2.*xk;
Y = yk;

% Plotting x dipole moment versus time
figure(11)
plot(t, real(x), 'LineWidth', 2)
title(['F_o = ', num2str(f_o), ', \omega_{field} = ', num2str(w_o), ', \tau_{field} = ', tau])
legend('Without relaxation')
xlabel('time(fs)')
ylabel('d_x(t)')
xlim([t(1) t(end)])
ax = gca;
ax.FontSize = 15;
ax.FontWeight = 'bold';
ax.LineWidth = 2;

% Plotting y dipole moment versus time
figure(2)
plot(t, real(Y), 'LineWidth', 2)
title(['F_o = ', num2str(f_o), ', \omega_{field} = ', num2str(w_o), ', \tau_{field} = ', tau])
xlabel('time(fs)')
ylabel('d_y(t)')
xlim([t(1) t(end)])
ax = gca;
ax.FontSize = 15;
ax.FontWeight = 'bold';
ax.LineWidth = 2;
% Applying relaxation and differentiating x dipole moment
for i = 1:length(t)
    X(i) = x(i).*exp(-t(i)./tau_relx);
end
DxDt = diff(X)./diff(t);
F_w = fft(DxDt);

% Fourier transforming the differentiated x dipole moment
L = length(t);
Y = F_w;
Fs = length(t)/(t(end) - t(1));
P2 = abs((Y)/L);
P1 = P2(1:L/2+1);
P1(2:end-1) = P1(2:end-1);

f = 2*pi*Fs*(0:(L/2))/L;
D_w = (abs(P1.*(t(end) - t(1))).^2).*(f.^2);

% Plotting the Fourier transformed and differentiated x dipole moment
figure(33)
plot((f./omega),log(D_w ./((pi*str2num(radius)^2)).^2),'
LineWidth',3)
title(['\omega_f_i_e_l_d = ', num2str(w_o), ', F_o = ', num2str(f_o), ' V/ '])
xlabel('\omega_f_x')
ylabel('| D_x(w) |^2 \omega^2 / Area^2 ')
legend(['R = ', num2str(radius), ' nm '])
ax = gca;
ax.FontSize = 20;
ax.FontWeight = 'bold';
ax.LineWidth = 3;

% Plotting a dipole moment with relaxation versus time
figure(34)
plot(t, real(X), 'LineWidth',3)
title(['\omega_f_i_e_l_d = ', num2str(w_o), ', F_o = ', num2str(f_o), ' V/ '])
legend(['R = ', num2str(radius), ' nm '])
xlabel('time(fs)')
ylabel('d_x(t)')
xlim([-50 50])

ax = gca;

ax.FontSize = 20;

ax.FontWeight = 'bold';

ax.LineWidth = 3;


\textit{\% Stopping timer and displaying the elapsed time}

toc
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