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ABSTRACT 

Radon is the leading cause of lung cancer after smoking. There is a lack of information 

regarding underground radon concentrations at a local scale. This research assessed the 

underground radon emissions from 30 sensors from May 2022 to January 2023. This thesis utilized 

the emerging hotspot technique to identify the hotspots and coldspots of underground radon 

concentrations. It then evaluated their correlations with temperature, humidity, air pressure, CO2, 

and volatile organic compound (VOC). The results indicated that the western side of the testbed 

and the warmer season had more hotspots than the rest of the area and colder season. Temperature 

had the strongest association with the radon pattern, followed by humidity and air pressure. This 

research suggests that radon emissions could change greatly even within a small area due to the 

change of the environment. Intensive monitoring is necessary to understand radon risks and reduce 

exposure.  
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1 INTRODUCTION  

 

Radon (222Rn), a harmful radiative gas originates from sediments, soil, rocks, and water. 

Being heavy, colorless, and odorless, it necessitates specialized equipment for detection. Radon 

atoms are born as an intermediate daughter of the uranium (238U) decay chain, which plays a major 

role in radiological health risks. The World Health Organization (WHO) identified radon as an 

unsafe element, the second leading cause of lung cancer followed by smoking (WHO, 2009). With 

a half-life of 3.82 days, radon's outdoor presence poses a minimal risk; however, its indoor 

accumulation significantly elevates lung cancer risks, accounting for 3-20% of mortality (Kim et 

al., 2016; Schwela, 2014). Factors influencing natural radon emanation include soil depth, rock 

type, porosity, permeability, temperature, precipitation, CO2 levels, humidity, and air pressure 

(Ball et al., 1991). While certain elements affect radon release spatially, such as soil and rock 

composition, others influence radon temporally, including temperature, air pressure, and rainfall. 

Notably, the concurrent examination of underground radon fluctuations both spatially and 

temporally at a local scale remains unexplored. This thesis aims to bridge this gap, analyzing the 

spatiotemporal variances of underground radon concentrations through a network of 30 sensors in 

a testbed. Initially, it identifies and analyzes the spatial and temporal hotspots and coldspots in 

underground radon levels using spatiotemporal geospatial methodologies. Subsequently, the study 

investigates the environmental factors associated with the hotspots and coldspots using statistical 

techniques. 

1.1 What is Radon? 

Radon, positioned as the 86th element on the periodic table, belongs to the noble gases 

group and is the heaviest among them. Within the uranium decay series, uranium decays to radium, 
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which subsequently decays to radon. Radon then decays further to polonium. In this series of 

decays, radon stands out as the sole gaseous element, in contrast to its solid metal precursors and 

successors. This unique gaseous state permits radon to blend with the air and makes it possible to 

inhale. 

1.1.1 Importance of Radon in Public Health 

The impact of radon on human health has been observed long ago since radon was 

discovered. In the sixteenth century, physicians documented incidences where healthy young male 

miners were developing lung cancer and dying of the disease (Schüttmann, 1993). Although the 

concept of cancer was acknowledged at that time—but not comprehensively understood as it is 

today—the concept of radioactivity remained undiscovered until the late 19th century. However, 

the scientists assumed that something was going on in the mines that was causing the fatal lung 

illness among the workers. They named this disease “Schneeberger Disease”, a label that, with the 

advancement of scientific understanding, became associated with radon exposure recently.  

Radon and its daughter products are the biggest contributors to natural radiation received 

by humans. When people inhale radon, polonium (218Po and 214Po), a decay product of radon emits 

densely ionized alpha particles to the lung tissue and damages the DNA (Samet, 1989). The 

occurrence of even a single DNA mutation has the potential to initiate carcinogenesis (Bernstein 

et al., 2013). Despite the capacity of alpha particles to harm DNA and potentially lead to cancer, 

not every exposure results in the disease (Darby et al., 2005). Reflecting current scientific insights, 

the United States Environmental Protection Agency (USEPA) advises that residential spaces 

exhibiting radon levels exceeding 4 pCi/L (picocuries per liter) should undergo modification to 

reduce lung cancer risks (Schmidt, 1992). 
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1.1.2 Radon Distribution and Influencing Factors 

Radon’s health risks significantly depend on the presence of the gas in the houses. Various 

factors influence radon's infiltration and accumulation in buildings. For instance, the building's 

foundation being the concrete slab or basement, impacts indoor radon levels (Barros-Dios et al., 

2007; Geiger & Barnes, 1994). The characteristics of building materials, particularly their porosity 

and radium content, also play a vital role in determining indoor radon concentrations (Andersen et 

al., 2007; Demoury et al., 2013). Previous studies also suggest that older buildings might exhibit 

more radon entry pathways due to structural deterioration (Barros-Dios et al., 2007; Borgoni et al., 

2014). Therefore, enhancing ventilation and sealing cracks can be effective strategies for managing 

indoor radon levels. 

The concentration of radon in soil is significantly influenced by the mineralogy and 

petrology of bedrock, particularly due to the presence of uranium, from which radon is generated 

through decay. For instance, granites, pegmatites, gneisses, mylonites, shales, and various 

sedimentary rocks are known for elevated uranium concentrations (Choubey et al., 1999; Gates & 

Gundersen, 1993; Gillmore et al., 2005; Gundersen, 1993; Schumann et al., 1994). However, it is 

crucial to acknowledge the variability in uranium content even within these rock types, which 

subsequently affects radon levels. 

Permeability and porosity of soil play crucial roles in influencing radon concentration in 

the environment by manipulating the amount of radon that could be released from the ground 

(Alonso et al., 2019; Cigna, 2005; Gundersen et al., 1992; Nuhu et al., 2021). Soils with higher 

permeability and porosity tend to exhibit higher radon concentrations due to the available spaces 

for mobility (Sundal et al., 2004). Additionally, soils, groundwater, and springs in contact with 

bedrocks featuring faults, shears, fractures, and cracks often show elevated radon levels (Ball et 
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al., 1991; Gundersen et al., 1992; Martins et al., 2013; Varley & Flowers, 1992; Vaupotič, 2012). 

Earthquakes can also influence radon release from bedrock and soil by creating or enlarging 

pathways in bedrock and soil (Cigna, 2005; Lawrence, 2006; Yasuoka & Shinogi, 1997). 

Radon discharge from soil exhibits distinct seasonal patterns, influenced by environmental 

factors. During the summer, an increase in temperature leads to a decrease in the absorption of 

radon atoms by soil particles. This reduction in absorption enhances the diffusion of radon atoms, 

facilitating their increased release into the environment. The underlying mechanism involves the 

kinetic energy of radon atoms: as the temperature rises, radon atoms gain energy, reducing their 

likelihood of adsorption to soil particles and thus promoting their diffusion (Baskaran, 2016; 

Hassan et al., 2009; Lawrence, 2006). 

Atmospheric pressure, varying with the seasons, plays a critical role in the pattern of radon 

release. Previous studies have observed a negative correlation between outdoor radon levels and 

environmental atmospheric pressure, where a decrease in pressure allows more radon to escape 

from the soil and vice versa. Conversely, radon levels exhibit a positive correlation with soil air 

pressure, indicating that higher pressure can inhibit radon's escape from the ground (Ball et al., 

1991; Hafez & Awad, 2016; Pérez et al., 2007). 

Equivalent carbon dioxide (eCO2), a metric for assessing CO2 and other harmful gases, has 

been noted to affect the performance of radon sensors. Specifically, the presence of CO2 in the 

vicinity of sensors can lead to inaccuracies in radon readings. However, this interference is not 

observed with ionizing chamber instruments, which are robust against such disturbances. The 

sensors considered in this research are of the ionizing chamber type, ensuring reliable radon 

measurements despite varying levels of CO2 (Shahrokhi et al., 2015). 
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Volatile organic compounds (VOCs), which encompass a range of carbon-based chemicals 

that vaporize at room temperature, have been studied in various contexts. Sources of VOCs include 

microbial activity, building materials, and emissions from vehicles and tobacco smoke. While 

researchers have utilized radon levels to infer the presence of VOCs, a direct correlation between 

radon and VOC concentrations remains understudied (Anand et al., 2014; Katsikantami & 

Tzatzarakis, 2024; McHugh et al., 2008; SunRadon). 

 

1.2 Research Questions 

After studying the consequences of radon inhalation and the existing knowledge of the 

underground radon, this thesis raises the following research questions: 

1. How does underground radon vary over space and time in a localized setting? 

2. How do environmental factors change correlating with radon variation in space and time? 

The thesis hypothesizes that radon could vary spatially and temporarily over a small area with the 

change in local environmental factors. To test the hypothesis and to answer the research questions, 

the thesis has the following objectives: 

1. Identifying the concentration of high and low values of radon in space and time through 

emerging hotspot analysis. 

2. Investigating the behavior of environmental factors within the hotspot classes of radon. 

1.3 Research Method 

Location is a crucial factor in geography. According to the first law of geography, 

"everything is related to everything else, but near things are more related than distant things" 

(Tobler, 1970). This principle lays the foundation of this thesis to understand the spatiotemporal 



6  

behavior of underground radon. Furthermore, since people inhabit at a local level, understanding 

radon behaviors at a local scale is necessary. Radon varies spatially due to differences in soil and 

rock characteristics and temporally due to changes in weather and other environmental factors. 

Considering these factors, the research design of this thesis includes identifying the hotspots and 

coldspots of radon across space and time by pinpointing the space-time zones of extremely high 

and low radon values. Subsequently, the thesis investigated the environmental factors of these 

clusters of high and low values. 

1.3.1 Dataset Preparation 

This thesis utilized an hourly dataset derived from a network of thirty radon sensors placed 

within Stone Mountain Park in Metropolitan Atlanta, Georgia. The dataset encompasses a 

temporal span from May 15, 2022, to January 14, 2023, aggregating a total of 176,400 data 

readings. For this research, the dataset has transformed into a three-dimensional spacetime cube 

model, adhering to the methodologies proposed by Kraak (2003). In this model, the x and y axes 

are designated to represent the geographical coordinates of the sensors, while the z-axis represents 

the temporal data series emanating from each sensor. Each discrete unit within this model, referred 

to as a 'bin,' harbors a unique blend of spacetime coordinates alongside the corresponding radon 

values. This model is structured such that each vertical column aligns with a consistent sensor 

location, whereas the two-dimensional horizontal rows correspond to identical time dimensions, 

as illustrated in Figure 1.1. 
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Figure.1.1: The mechanism of spacetime cube (Adopted from ESRI). 
 

1.3.2 Spacetime Hotspot Analysis 

Spacetime hotspot analysis identifies the cluster of extremely high and low values across 

space and time. Although it is a recent approach to observing hotspots considering temporal 

change, lately people have used this technique for various studies such as spacetime pattern 

COVID-19, normalized difference vegetation index (NDVI) trend, and surface deformation. (Khan 

et al., 2022; Mo et al., 2020; Xu et al., 2022). In the spacetime hotspot analysis, the cluster of high-

valued bins compared to the entire spacetime cube are the “hotspots” and the cluster of low-valued 

bins compared to the entire spacetime cube are “coldspots”. To identify the hotspots and coldspots 

across the spacetime cube, it visits each spacetime bin and compares the bin and its spacetime 

neighbors to all the values of the space-time cube to see if there is a concentration of higher or 

lower values that exist in the neighborhood. Figure 1.2 visualizes how a spacetime neighborhood 

looks like in a spacetime cube. In this thesis, each neighborhood included the 9 nearest sensors 

from the sensor of interest, and 92 hours or 3.82 days prior to that value. Keeping the same 
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temporal neighbors, this thesis also experimented with 7 and 11 neighbors to understand the 

sensitivity of spatial neighbors. The temporal neighborhood size has been selected to utilize the 

half-life of radon atoms and to reduce the consideration of the same radon atoms multiple times.  

 

Figure 1.2: Spacetime neighborhood of a spacetime cube (Adopted from ESRI). 
 

The bin of interest in Figure 1.2 is the pink bin while the surrounding blue bins are its 

neighborhood. Therefore, the bin and its neighborhood look like a mini cube. Equation 1 denotes 

the Getis-Ord Gi* statistic algorithm which extracted the expected sum and the neighborhood 

sum (Ord & Getis, 2010). The algorithm compared the sum of that mini cube with the expected 

sum of the mini cube (Mitchell, 2005). If the sum of the mini cube is significantly different from 

the expected sum, it is likely that this difference is not random. The algorithm also produced z-

scores and p-values to decide on rejecting or accepting the null hypothesis.  

𝐺𝐺𝑖𝑖∗ =  
∑ 𝑤𝑤𝑖𝑖,𝑗𝑗𝑥𝑥𝑗𝑗  − 𝑋𝑋� ∑ 𝑤𝑤𝑖𝑖,𝑗𝑗

𝑛𝑛
𝑗𝑗=1

𝑛𝑛
𝑗𝑗=1

𝑆𝑆�
�𝑛𝑛∑ 𝑤𝑤𝑖𝑖,𝑗𝑗

2𝑛𝑛
𝑗𝑗=1  −  �∑ 𝑤𝑤𝑖𝑖,𝑗𝑗

𝑛𝑛
𝑗𝑗=1 �

2
�

𝑛𝑛 − 1

                                                    (1) 
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where j is the radon bins, 𝑥𝑥𝑗𝑗 is the radon value of the radon bins, 𝑤𝑤𝑖𝑖,𝑗𝑗 is the spatial weight 

between the bins, and n is the total number of radon bins. 

This algorithm detected clusters of high and low values of radon across the space of the 

testbed and time. It is a well-established algorithm for pattern detection and is utilized by 

researchers in many disciplines such as incident management, crime studies, and education (Jana 

& Sar, 2016; Manap et al., 2019; Songchitruksa & Zeng, 2010).  

1.3.3 Assessment of Environmental Factors 

Along with radon data, the sensors from the testbed also detected some other environmental 

factors datasets such as temperature, humidity, air pressure, VOC, and eCO2 for the same 

spacetime extent of the radon dataset. The study used these environmental data to understand their 

relationship with the hotspots and coldspots of radon concentrations using the Analysis of Variance 

(ANOVA) test.  

ANOVA is a hypothesis testing technique where the null hypothesis assumes that the mean 

of the factor values within the three radon hotspot groups will be the same (St & Wold, 1989). The 

ANOVA test was computed using the F statistics (Equation 2).  

𝐹𝐹 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑀𝑀𝑠𝑠 𝑏𝑏𝑀𝑀𝑏𝑏𝑏𝑏𝑀𝑀𝑀𝑀𝑛𝑛 𝑠𝑠𝑀𝑀𝑟𝑟𝑜𝑜𝑛𝑛 𝑐𝑐𝑐𝑐𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠 
𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑀𝑀𝑠𝑠 𝑏𝑏𝑖𝑖𝑏𝑏ℎ𝑖𝑖𝑛𝑛 𝑠𝑠𝑀𝑀𝑟𝑟𝑜𝑜𝑛𝑛 𝑐𝑐𝑐𝑐𝑀𝑀𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠

                           ( 1) 
 

The F value utilizes the ratio of the mean sum of squares of the environmental factor values 

between the radon hotspot classes and the mean sum of squares of the environmental factors within 

each of the radon hotspot classes. Thus, equation 2 leads to a p-value that determines the rejection 

or acceptance of the null hypothesis. 

The ANOVA test has a few assumptions in order to obtain a rational outcome from the 

analysis. The assumptions include:  
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1) The factor dataset must be quantitative and independent. 

2) The population distribution of the factor datasets within all hotspot classes must have a 

normal distribution. 

3) The sample sizes of the distributions must be the same.  

In this research, the assumptions were met for a majority of the datasets. However, for a 

few, it did not (Appendix A). To resolve this situation, the thesis utilized the Kruskal-Wallis test, 

an alternative to the ANOVA test.  

The Kruskal-Wallis is also a type of hypothesis testing among three or more independent 

groups where each group must have a sample size of 5 or more. It is a non-parametric test, unlike 

ANOVA. The Kruskal-Wallis test ranks the dataset to compare the median of different groups of 

datasets using H statistics shown in equation 3 (Kruskal & Wallis, 1952). 

𝐻𝐻 =  
12

𝑁𝑁(𝑁𝑁 + 1)
�

𝑅𝑅𝑖𝑖2

𝑛𝑛𝑖𝑖

𝑘𝑘

𝑖𝑖=1

− 3(𝑁𝑁 + 1)                                       (3) 

Here, N is the total number of data values, k is the number of groups, Ri is the sum of the 

ranks for group i, and ni is the size of group i. The method compares the H statistic with a cutoff 

point defined by the chi-square distribution. If the H-statistics turns out to be significantly larger 

than the cutoff point, it rejects the null hypothesis. Here, the null hypothesis is that the population 

median of the environmental factors of the three radon classes is the same. Using two different 

formulas with different assumptions allowed the valid usage of the datasets of all five different 

environmental factors despite their different data distributions and sample sizes.  

1.4 Significance of This Thesis 

This thesis holds the promise of making a substantial contribution to the body of knowledge 

in underground radon research. By examining subsurface radon dynamics within a confined area, 
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this study revealed how the sources of indoor radon can be characterized by distinct patterns, 

thereby enhancing the understanding of radon's behavior in indoor environments. This enhanced 

understanding is crucial for raising awareness about indoor radon and its associated health risks 

within residential and occupational settings. 

Moreover, the insights from this investigation could help with informing policy decisions. 

By identifying areas with heightened radon concentrations, the findings have the potential to 

develop targeted interventions aimed at mitigating radon exposure. Consequently, this could lead 

to the implementation of policies designed to identify and address high-risk zones, thereby 

reducing the public health hazards associated with radon.  
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2 IMPACT OF THE ENVIRONMENTAL FACTORS ON THE RADON VARIATIONS 

OVER SPACE AND TIME  

2.1 Introduction 

Radon is a naturally occurring radioactive noble gas, accounting for approximately 21,000 

lung cancer deaths in the United States each year (Environmental Protection Agency, 2003). The 

World Health Organization (WHO) reported radon exposure as the leading cause of lung cancer 

after smoking (WHO, 2009). However, radon in the outdoor environment is not a concern because 

its half-life of 3.82 days makes it dissolve faster. It only becomes life-threatening if trapped 

indoors. Radon and its decay products emit alpha rays, which have the capacity to damage the 

DNA of lung cells and trigger lung cancer (Samet, 1989).  

Radon is produced from the decay of uranium and radium, respectively (Wilkening, 1990). 

Therefore, the presence of uranium in soil and rocks indicates the presence of radon. High uranium 

concentrations are present in granites, pegmatites, gneisses, mylonites, shales, and other 

sedimentary rocks (Ball et al., 1991; Harris et al., 2006; Schumann et al., 1994; Sundal et al., 2004; 

Thivya et al., 2014). Radon shows temporal variations because environmental factors such as 

temperature, humidity, and air pressure change with the seasons (Barbosa et al., 2010; Celenk et 

al., 2003; Sesana et al., 2003; Washington & Rose, 1992). In the summer, the increase in 

temperature intensifies the diffusion of atoms, resulting in extended radon release (Baskaran, 2016; 

Hassan et al., 2009; Lawrence, 2006). Atmospheric pressure also changes with seasons, 

influencing radon releases. Outdoor radon has a negative correlation with atmospheric pressure, 

but subsurface radon has a positive correlation (Dueñas et al., 1997; Eff‐Darwich et al., 2002; Hoff, 

1997).  
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In addition, it is crucial to understand soil radon activities at a local scale for prevention 

and mitigation purposes. Fine resolutions can provide insight into the features and issues specific 

to that location and time. No prior research has been done to examine space-time variation in 

underground radon considering the local scale. Therefore, this research attempts to fill in this 

knowledge gap.  

This research identifies the subsoil radon behaviors by analyzing the space-time radon 

patterns at a local scale using geospatial techniques. Moreover, the factors influencing the 

environment are essential to understand the natural conditions of radon variation. Therefore, the 

objectives of this study are: 1) to identify the statistically significant hotspot and coldspot of 

underground radon in space and time, and 2) to identify the influence of environmental factors on 

radon patterns. The findings of this research can be valuable in making informed decisions 

regarding radon risk and indoor radon monitoring. 

 

2.2 Research Design 

2.2.1 Study Area 

The study area (Figure 2.1a), Stone Mountain Park, is located in the northeast suburb of 

Dekalb County in metro Atlanta, Georgia. The park contains the world's largest exposed piece of 

granite (Freeman, 1997). Given that granite is one of the geological compounds identified as the 

primary source of radon (Gundersen et al., 1992), the park provides an ideal location to study 

underground radon.  

The research team installed 40 radon sensors in a grid-based setting over a 2500-square-

foot testbed. Ionizing chamber instrument sensors called Lüft from SunRadon® were used to 

collect radon data from the testbed. Among the 40 sensors, 36 sensors had been installed at 5 feet 
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of depth. Out of the remaining sensors, two were installed at 3 feet deep, and the rest were 6 inches 

deep. Holes with a diameter of 4 cm were bored to deploy PVC pipes that channel underground 

air to the sensors. However, after three months of providing consistent data, six of the sensors at 5 

feet depth experienced malfunctions and were excluded from the study. Finally, 30 sensors were 

included in this study, ensuring the same depth (five feet), and reporting frequency. 

Since May 15th, 2022, the sensors provided hourly radon data. This research considered the 

data time frame up to January 14th, 2023. Additionally, besides the hourly readings of radon, the 

lüft sensors had the functionality to report equivalent carbon dioxide (eCO2), volatile organic 

compound (VOC), temperature, air pressure, and humidity on the same spatiotemporal reporting 

frequency. This research has also utilized these environmental datasets to understand how they 

have correlated with radon.  

 

Figure 2.1: Study area; (a) location of the study area, (b) radon sensor locations in the 
testbed, and (c) distribution of radon values over space and time. 

 

The dataset has been pre-processed, and several factors have been considered to prepare 

it for analysis. Since the half-life of radon is 3.82 days or 92 hours, the time step of the analysis 
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has been converted to 92 hours. This conversion has been essential to account for the birth and 

death of radon atoms and to minimize the effect of sensor fluctuation. First, the time series charts 

of all parameters (radon, eCO2, VOC, temperature, air pressure, and humidity) have been 

produced for all the considered sensors to ensure data consistency. Second, this study formatted 

the data for each parameter to make it suitable for building spacetime cubes. This reorganized 

data contained in three columns: time, sensor ID, and parameter value (radon and the 

environmental factors) to carry out the geostatistical analysis and visualization in ArcGIS Pro.  

2.2.2 Analysis of Space-time Radon Pattern 

The initial analysis began with mapping the descriptive statistics to understand the 

variability of the data, providing insights into the overall patterns and variations across the study 

area. Box plots were employed to understand central tendency. The data was visualized in natural 

logarithms due to the wide range of the raw values. It is important to note that while the box plots 

utilized the transformed data, the subsequent analyses have been conducted using the original raw 

data without further transformations. 

The next step involves emerging hotspot detection technique using the spacetime cube 

(Hedley et al., 1999). It is a three-dimensional pattern detection technique that determines if a 

neighborhood has significantly higher or lower values than the rest of the spacetime cube, a.k.a. 

hotspots and coldspots. A neighborhood includes both spatial and temporal neighbors. Therefore, 

the neighborhood itself creates a mini cube in the spacetime cube. The Getis-Ord Gi* statistic 

algorithm was used for significant spacetime hotspot and coldspot detection. For a detailed 

explanation, please see previous studies (Mitchell, 2005; Ord & Getis, 2010).  

A spacetime bin was considered a significant hotspot or coldspot, with a p-value of less 

than 0.05. The neighborhood of a bin consisted of 9 nearest spatial neighbors and 92 hours (3.82 
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days) earlier than that bin. However, because of the sensitivity of the spatial neighbor size, the 

study examined the hotspots using 7 and 11 spatial neighbors and kept the same temporal 

neighbors. The nearest neighbors were detected using the k-nearest neighborhood algorithm 

(Patrick & Fischer III, 1970). This technique was applied to radon and environmental factors to 

examine the spacetime variation in the variable of interest in the datasets. 

2.2.3 Environmental Factor Behavior in Radon Pattern 

After the spacetime hotspot analysis of the radon data, all radon values were classified into 

three categories: hotspot group, coldspot group, and non-significant group. The environmental 

factors were then compared for their mean differences concerning the three categories employing 

the ANOVA test in R (St & Wold, 1989). Furthermore, another approach called the “Kruskal-

Wallis test” was employed to validate the findings from the ANOVA test. This method applies to 

datasets with varying sample sizes and non-normal data (McKight & Najab, 2010). 

 

2.3 Results 

2.3.1 Radon Characteristics 

In Figure 2.1(c), the radon data distribution over the sensors and time were displayed 

through a space-time cube. At the bottom of each sensor location was the beginning of time, May 

15th, 2022, and the top was the latest time, January 14th, 2023. Within these 25 square feet of 

testbed, the radon value varied greatly over space and time. The temporal variation mostly 

followed seasonal trend. 
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Figure 2.2: Spatial distribution of median and mean radon values. 
 

Figure 2.2 suggests that radon varied greatly in space and time during the study period. In 

particular, the southwestern zone had high mean and median values surrounded by low values. 

Similarly, in the north, R30 and R4 sensors held high values but were surrounded by low values 

of R1, R7, and R21. In the northeastern area, only R48 had high values but was surrounded by low 

values. Some sensors had variations among the mean, median, and standard deviation values. For 

example, the R46 sensor exhibited a mean value of 33.3 pCi/L but a median value of 24.5 pCi/L, 

although both values were way above the CDC-suggested reference threshold (Figure 2.3). 

The box plot (Figure 2.3) shows that sensors R7, R10, R18, and R49 exhibited notably 

lower radon values than the other sensors. Conversely, sensors R11, R48, and R50 displayed a 

relatively narrow interquartile range, indicating consistent values at the higher end of the spectrum. 

Interestingly, the R21 sensor exhibited a wide interquartile range, indicating a broad range of 
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values, but with generally lower radon concentrations. These findings highlighted the 

heterogeneity in radon values across the sensors.  

 

Figure 2.3: Box plot of sensor-wise radon values. The reference line represents the 
threshold defined by the Environmental Protection Agency (EPA). 

 

2.3.2 Hotspots and Coldspots of Radon 

The result from the hotspot analysis is visualized in Figure 2.4. It revealed statistically 

significant variations based on the size of the spatial neighborhoods. The visual representation of 

the hotspot analysis is presented in this paper by assigning red boxes to indicate hotspots and blue 

boxes to represent coldspots (Figure 2.4). 

The findings demonstrated a predominant presence of hotspots in the western region and 

some isolated ones in the eastern area. These hotspots revealed a notable concentration during the 
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late summer and early fall seasons. In contrast, most of the coldspots were localized in the upper 

sections of each location, indicating the winter season, and predominant in the center of the area.  

 

Figure 2.4: Hotspots and coldspots in space and time. 
 

 

Figure 2.5: Trend of hotspots and coldspots with time. The red lines denote hotspots, and 
the blue lines denote coldspots. N indicates the number of spatial neighbors considered for the 
hotspot analysis. 
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This study also evaluated the sensitivity of the spatial neighborhood size by analyzing the 

hotspots and coldspots for 7 and 11 spatial neighbors (Appendix B). The hotspots and coldspots 

indicated by the three neighborhoods showed consistency within the central region with some 

variations on the western and eastern edges. The hotspots on the western side from mid-July to 

mid-September were less sensitive to the choice of neighborhood size, suggesting that the west 

side emits significantly more radon gas than the surrounding areas. Figure 2.5 demonstrates how 

the count of hotspots and coldspots varied over time for different spatial neighbors. This temporal 

change of hotspots and coldspots revealed high uniformity. The hotspots were prominently present 

from July to September and in late November. The coldspots were primarily visible in winter, from 

early December till the end of the study period, where all 30 sensors had cold spots for 2 to 4 

timesteps (1 timestep = 92 hours). However, three sensors, R4, R15, and R31, had never reported 

any hotspots.  

 

2.3.3 Distribution of Environmental Factors and Relationship with Radon 

Concentrations 

The environmental factors varied more temporally than spatially over the testbed. The 

hotspot analysis of the factors proved that the spatial locations of hotspots and coldspots of all 

factors were uniform but differed temporally (Appendix C). In Figure 2.6, the temporal variation 

of the environmental factors is presented. 

The distribution of the factors within the radon hotspot classification showed significant 

results in the ANOVA test (Figure 2.7f). Since the radon hotspot analysis outcome showed less 

sensitivity to neighborhood change, the ANOVA test was also done for the hotspot results of 7 and 

11 spatial neighbors (Appendix D). The results showed differences in the mean sum of square 
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values and F statistics. However, all outcomes had a p-value very close to zero. Therefore, the null 

hypothesis was rejected. In other words, there was more than a 99% chance that the value of the 

environmental factors was clustered within the hotspot classes of radon. 

 

Figure 2.6: Time-series graph of the environmental factors; a) temperature, b) humidity, 
c) air pressure, d) eCO2, and e) VOC.  

 

The F statistics value of the factors denoted the strength of the clusters. The temperature 

showed a highly clustered pattern based on the hotspots and coldspots of radon, which meant that 
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the radon variation of this study was correlated with temperature. From the temperature boxplot 

of Figure 2.7(a), a positive correlation between temperature and radon is visible. In other words, 

with the increase in temperature, the underground radon tended to increase within the considered 

space and time and vice versa. The same was also applicable to humidity (Figure 2.7b).  

 

 

Figure 2.7: ANOVA test results through boxplots; a) boxplot of temperature for radon 
hotspot classes, b) boxplot of humidity, c) air pressure, d) eCO2, e) VOC, and f) the statistics of 
ANOVA test.  
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A high percentage of humidity tended to create an environment that produced more radon 

in the testbed and vice versa. From the comparison of the F values, humidity had the second most 

influence on the radon pattern among the considered factors in this study. Air pressure was 

positioned in third place although it had an inverse relationship with radon (Figure 2.7c). The 

sensors of the testbed were installed on the surface of the soil; therefore, the sensors detected the 

air pressure of the outdoor environment. With the increased outdoor air pressure, radon release 

tended to decrease from soil and vice versa. Without the outliers, eCO2 and VOC boxplots both 

had a positive correlation. VOC had a minor impact based on the F-value compared to eCO2. 

However, both of them had a p-value less than 0.01. Therefore, it was statistically significant that 

the temporal change of environmental factors was correlated with the hotspot presence of 

underground radon.  

 The environmental datasets in this research were mostly normal, but some were not 

(Appendix A). Therefore, the results from the ANOVA test were validated with this test. The 

Kruskal-Wallis test showed similar results to the ANOVA test (Appendix E). The environmental 

factor values were also significantly clustered for the radon hotspot classes with a p-value of less 

than 0.01.  

 

2.4 Discussion 

The study aimed to understand how underground radon is emitted at a fine resolution and 

its cause in space and time. Along with presenting a unique angle to look at the underground radon 

emission, this study offered a method to observe the spacetime pattern of the underground radon 

at a local scale. The key reflections from the study are: 1) underground radon emission changed 
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over space and time at very fine resolutions. Environmental factors such as temperature, humidity, 

air pressure, carbon dioxide, and VOCs are correlated with behaviors of radon.  

Several studies utilized the space-time hotspot analysis technique to understand the 

geography of interests over space and time. For instance, Purwanto et al., (2021) utilized the 

method for detecting the spacetime pattern of COVID-19 spreading in east Java, Indonesia. They 

analyzed the dataset of COVID-19 for each month for the entire east Java and observed different 

spacetime patterns of COVID-19 for each month. Harris et al., (2017) analyzed the spacetime 

hotspots of forest loss in Brazil, Indonesia, and Congo from 2000 to 2014. The study used the 

method for a big spatiotemporal data extent. Xu et al., (2022) studied spacetime hotspot patterns 

of normalized difference vegetation index (NDVI) for the Jing River basin of China and assessed 

the influence of climate change and land cover on NDVI. Similarly, many other studies could be 

referred to as examples of the meaningful utilization of the method (Khan et al., 2022; Morckel & 

Durst, 2023; Sun et al., 2020). However, none of these previous studies has been done to a fine 

spatial extent like this research. Thus, along with the new implementation of the spacetime hotspot 

analysis in underground radon research, this study is also unique in presenting radon activities in 

a high resolution.    

The distribution of the hotspots and coldspots shows that the underground radon exhalation 

pattern is sensitive and can change rapidly. There were no previous studies to compare it with, 

since no prior studies analyzed underground radon with a similar setup. However, Brabec & Jílek, 

(2009) studied indoor radon and found that it varied over short intervals. They also found 

significant variations in the radon sensor results from two separate rooms in a household. 

Therefore, it is also possible for natural radon to vary in space and time. The hotspot and coldspot 

of underground radon in such a small area implied that radon can also vary within a house. 
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Therefore, using multiple radon devices in multiple locations in a house would be necessary to 

understand indoor radon exposure.  

All of the environmental factors are correlated with the change of radon hotspots and 

coldspots over time. Therefore, it is also crucial to validate the result of the environmental factors' 

pattern. The impact of environmental factors observed in this study on underground radon was 

consistent with previous studies. Previous studies have found that soil temperature positively 

influences radon exhalation, but outdoor temperature has a negative influence on radon (Baskaran, 

2016). Despite reduced absorbance of radon in soil and increased diffusion of radon atoms with 

the increase in soil temperature, a higher outdoor air temperature might prevent the radon atoms 

from being released into the environment. The natural radon released from underground soil 

primarily depends on the difference between the soil and outdoor air temperature. 

In this research, the sensors of the testbed were installed on the ground surface, which 

exposed the sensors to the outdoor temperature. However, the PVC pipe paved the way for soil air 

to reach the sensors. Therefore, the boxplot result revealed a positive correlation between 

temperature and radon (Figure 2.7a). However, if looked closely at the radon hotspot result (Figure 

2.4) and the temporal variation of the temperature (Figure 2.6a) from the beginning of the time 

(May 15th, 2023) to around mid-July, no hotspot of radon was present despite the high temperature.  

The soil air pressure also positively correlates with radon concentrations, whereas the 

outdoor air pressure has an inverse relationship with radon (Haquin et al., 2022; Müllerová et al., 

2018). When the outdoor environment has a higher air pressure, the soil air is pushed inside the 

subsoil, which prevents radon from being released into the atmosphere and vice versa. The air 

pressure boxplot in Figure 2.7c shows an inverse relationship between air pressure and radon. 

Figure 2.6c shows that air pressure has a zigzag pattern with an overall trend of low air pressure 
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in summer and fall but higher in winter. Thus, environmental air pressure plays a more prominent 

role in the radon release pattern of the sensor testbed than the soil air pressure.  

According to previous literature, environmental and soil humidity both positively correlate 

with radon. However, if the soil radon exceeds a certain level, this relationship gets altered as it 

limits radon’s mobility by filling up the pores in the soil (Čeliković et al., 2022; Otton et al., 1988). 

The humidity boxplot from Figure 2.7b also reveals a positive correlation between radon and 

humidity. Girault et al., (2022) presented a positive correlation between radon and CO2, which 

aligns with the observation of this research—however, not many studies have examined the 

relationship between these two variables. There are also hardly any previous studies on VOC's 

relationship with radon. One study used radon measurement for evaluating VOC intrusion 

(McHugh et al., 2008). The authors assumed that VOC has almost no influence on radon 

concentration and used radon as a tracer of VOC’s presence in the environment. Therefore, it could 

be the reason for the correlation between radon and VOC in this research.  

Although this research addresses various new aspects of underground radon research, a 

few limitations can be addressed in future research. First, an extensive geological and soil survey 

is needed to investigate the spatial natural source of the soil radon. Secondly, the time of this 

dataset is only three seasons of a year. More datasets for more extended time durations would 

strengthen the observations from this research. Lastly, this local radon study is conducted in only 

one area, the testbed at Stone Mountain Park. Expanding similar studies on different sites with 

different geological settings might yield more interesting results. 
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2.5 Conclusion 

This research observed that the variation of radon exhalation is patterned over space and 

time. Such changes in radon on a local level emphasize that indoor radon can also have such space-

time variation, leading to public health concerns. This study also found that the variation of radon 

is not random but correlated with various factors like temperature, humidity, air pressure, CO2, 

and VOC. However, the correlation weight between each of the factors and radon differs. 

Therefore, the way forward for this study would be forecasting the future radon levels of the study 

area through training the results from this study.  
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3 DISCUSSION 

The research questions of this thesis are: 1) how underground radon concentrations vary 

over space and time in a local setting; and 2) how environmental factors influence radon’s pattern. 

To answer these research questions, this thesis used various techniques and datasets reported by 

30 sensors in a testbed.  

 

3.1 Question 1: Radon Variation in Space and Time 

How does underground radon vary over space and time in a localized setting?  The thesis 

answers the first research question through the spacetime hotspot analysis of the sensor data from 

the testbed at Stone Mountain Park. Although the method utilized in this study consisted of well-

established statistical techniques in the scientific research community, these methods had not been 

employed in prior underground radon research. In the context of geography, several studies utilized 

the space-time hotspot analysis technique to detect patterns over space and time. For instance, 

Purwanto et al., (2021) utilized the method for detecting the spacetime pattern of COVID-19 

spreading in east Java, Indonesia. They analyzed the dataset of COVID-19 for each month for the 

entire East Java and observed different spacetime patterns of COVID-19 for each month. Harris et 

al., (2017) analyzed the spacetime hotspots of forest loss in Brazil, Indonesia, and Congo from 

2000 to 2014. The study used the method for a big spatiotemporal data extent. Xu et al., (2022) 

studied spacetime hotspot patterns of NDVI for the Jing River basin of China and assessed the 

influence of climate change and land cover on NDVI. However, compared to this thesis, none of 

these previous studies used a fine spatial extent like what this research did. Thus, along with the 

implementation of the spacetime hotspot analysis in underground radon research, this study 

delineates radon activities on a fine spatial scale. 
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The study performed several trial-and-error experiments to explore this method and its 

specifications. For example, the analysis was performed for hourly data, three hourly data, and 

daily average data before determining the temporal neighborhood size as 92 hours, equivalent to 

3.82 days, the half-life of the radon atoms. Since this research emphasized the detection of radon 

changes with time, a period less than half-life could not capture the radon accumulation and the 

death of the atoms simultaneously. Moreover, it will count the same radon atom multiple times. 

Likewise, a time extent more than its half-life would not be able to take account of all radon atoms 

that existed. Therefore, this research chose 3.82 days as the temporal neighbor size. Similarly, for 

spatial neighborhood size, this study explored the fixed distance method and k-nearest neighbors. 

For the fixed distance method, a distance of 3 to 10 meters was tested, and for the k-nearest method, 

five to eleven nearest sensors were employed. For all experiments, the results depicted similar 

patterns. This thesis presented the results based on the 9-nearest spatial neighbors, which is 

consistent with previous studies suggesting that the k-nearest neighbor method indicated more 

reliable results (IBM, 2022; Steinbach & Tan, 2009). 

The result of the hotspot analysis reported that radon levels varied both spatially and 

temporally. The western side of the test bed had more hotspots than the rest of the study area 

spatially. Temporally the hotspots mostly appeared during the warmer season. In contrast, 

coldspots were present during the colder season. Although there were no studies on underground 

radon at the same scale to compare with, the spatial variation from this analysis results aligned 

with the previous studies on indoor radon (Brabec & Jílek, 2009; Ghany, 2006). The authors found 

that the amount of radon varies even within a house. 
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3.2 Question 2: Association Between Radon and Environmental Factors 

How do environmental factors change correlating with radon variation in space and time? 

This research addressed the second question through the ANOVA test of the environmental factors 

within the hotspot groups of radon values. The environmental factors were found to be 

significantly different for the hotspot classes of radon, with a p-value of less than 0.01 for all of 

the factors. The mean temperature had the most significant difference for hotspot, coldspot, and 

non-significant classes. Previous studies also found significant correlations between radon and 

temperature (Haquin et al., 2022; Li et al., 2021). The humidity and air pressure were also clustered 

for the hotspot categories of radon based on the F-statistics of the ANOVA test. However, the 

humidity and air pressure can also be influenced by seasonal changes and the temperature. 

Humidity has a proportional relationship with radon. In other words, the hotspot and coldspot 

radon bins had a high and low mean value of humidity, respectively, which also aligned with past 

research findings (Janik et al., 2015; Singh et al., 2005). Air pressure demonstrated an inverse 

relationship with the radon hotspot classes. Alternatively, radon hotspots and coldspots have low 

and high mean air pressures, respectively because the high air pressure prevents radon atoms from 

being released from the soil particles (Cujic et al., 2021; Dueñas et al., 1997). The eCO2 and VOC 

too showed a positive correlation with radon. Girault et al., (2022) found a positive correlation 

between CO2 and radon. McHugh et al., (2008) used radon as a tracer for VOC presence in the air. 
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4 CONCLUSION 

This thesis proposed an innovative way to assess radon behavior and its correlation with 

environmental factors. At first, it assessed the existing patterns of underground radon over space 

and time using geostatistical techniques at a local scale. Then, it examined how the environmental 

factors were correlated with the significant hotspots and coldspots. The research revealed that 

radon levels varied over space and time, even in a localized setting. The western side of the 2500-

ft2 testbed had more hotspots than the rest of the area. The winter season had coldspots or low 

values for the entire testbed, whereas the hotspots were only seen during the summer season and 

mostly on the western side of the testbed.  

The results from this thesis suggested that a land characterized by a house’s extent can 

vary spatially and temporally in the context of natural radon exhalation. This finding underscores 

the importance of indoor radon testing because radon may seep into a home if any housing 

foundation cracks near a radon hotspot. The policymakers can utilize these research findings to 

enhance public awareness about radon intrusion and its threat to human health. 
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APPENDICES 

Appendix A: Distribution of Environmental Factors within Three Radon Categories 

(Hotspots, Coldspots, and Non-significant) 

 Appendix A.1 Temperature 
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Appendix A.2 Humidity 
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Appendix A.3 Air Pressure 
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Appendix A.4 eCO2 
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Appendix A.5 VOC 
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Appendix B: Radon Hotspot Maps for Different Spatial Neighbors 
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Appendix C: Hotspot Maps of the Environmental Factors 
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*The VOC did not show any significant hotspot or coldspot pattern. 

 

Appendix D: ANOVA Test Result for Different Spatial Neighbors of Radon Hotspot 

Classes 

ANOVA test result for 7 spatial neighbors of hotspot class: 
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ANOVA test result for 11 spatial neighbors of hotspot class 

 

Appendix E: Kruskal-Wallis Test Outcome Based on the Radon Hotspot Categories (9- 

Spatial Nearest Neighbor) 

 

Factors Kruskal-Wallis Chi-Squared p-value 

Temperature 479.64 0 

Humidity 170.01 0 

Air Pressure 49.42 0 

eCO2 44.45 0 

VOC 34.71 0 
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