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ABSTRACT  

Within the cell, the majority of functional roles are carried out by polypeptide 

macromolecules commonly referred to as proteins. Over the past 100 years, various 

methodologies to examine the high-resolution structural characteristics of proteins have been 

developed and utilized, including x-ray crystallography, nuclear magnetic resonance 

spectroscopy, and cryogenic electron microscopy. The structural information obtained has 

yielded much insight into the mechanisms by which many of these proteins function; however, 

limitations to the nature of the structural data have provided challenges when attempting to 

elucidate protein structure-function relationships and dynamics.  

Owing to its nature, x-ray crystallography provides what can be described as a “snapshot” 

of the most favorable protein conformation or conformations in a particular crystal, which is 

affected by both the components of the solution as well as the crystallographic contacts that are 

necessary for the formation of the lattice. In this work, three different proteins have been 

examined crystallographically and their structures perturbed by the addition of molecular probes 

ranging in size from the miniscule molecular oxygen (hemoglobin), through the small molecule 

range of 50-1000 daltons (MDM2 RING domain), and well into the macromolecular range of >1 

kilodalton (PU.1 transcription factor DNA-binding domain). Variances observed in the 

determined x-ray structures yielded valuable insight into the mechanisms by which these proteins 

function, as well as a deeper understanding of the methods by which they may be targeted for 

future treatment of human disease. 
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1 INTRODUCTION: STRUCTURAL AND FUNCTIONAL CHARACTERISTICS 

OF PROTEINS 

When discussing biological systems, a common theme will often arise: That the structure of a 

macromolecule is closely tied to its function. From the very beginning of life on Earth, 

macromolecules have been essential in the processes that allow life to form, replicate and grow. 

Together through structure and function, molecular interaction, and the flow of energy; 

complexity beyond comprehension has arisen to produce incredible forms. At their core, all of 

these structures are commanded by the same basic chemical principles. By closely examining the 

structures of biological macromolecules we can begin to infer some of the information about the 

mechanisms by which they function. By understanding these structure-function relationships we 

can gain insight into complex methods for molecular synthesis, the underlying causes of diseases 

for which we can seek to develop therapies, potential vulnerabilities in detrimental pathogens, 

and even the mysteries of our origins as a species. 

1.1 Protein Biosynthesis and Structural Features 

1.1.1 Protein Translation 

  All organisms carry and replicate genomic material coding for proteins via 3-base codons 

which are transcribed by an RNA polymerase and subsequently translated by the ribosome [1]. 

The summary of all proteins produced by all reading frames and splicing products of a genome is 

known as the organismal proteome [2]. Proteomes can vary greatly in size depending upon the 

type of organism being examined. Viral proteomes represent some of the smallest proteomes, 

while multicellular organisms such as plants and vertebrates must produce many proteins to 

carry out all of the essential intra- and intercellular roles necessary for appropriate replication, 

metabolic balancing, cellular motility, and tissue formation [3]. The human proteome is currently 
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known to code for over 20,000 individual proteins, but predictive models estimate that as many 

as 95,000 proteins may result following gene splicing [4]. The flow of information from an 

organismal genome to proteins is described in the central dogma of biology [Figure 1.1]. 

Proteins are synthesized through the process of translation of a messenger ribonucleic acid 

(mRNA) template by the ribosome in cells. Following gene transcription, and appropriate pre-

mRNA preparation in eukaryotes, protein synthesis occurs at the ribosome through the three 

stages of initiation, elongation, and termination [5]. Initiation of protein translation occurs with 

the formation of the initiation complex between the small ribosomal subunit, a captured mRNA 

containing an appropriate 5’ sequence motif, such as the Shine-Delgarno sequence seen in 

prokaryotes or 5’-GTP cap in eukaryotes [6,7], and an initiator transfer ribonucleic acid (tRNA) 

carrying acyl-conjugated methionine in eukaryotes and N-formylmethionine (fMet) in bacteria, 

mitochondria and plastids [8,9,10]. With the formation of the appropriate initiation complex, 

large ribosomal subunit interactions envelop this ternary structure forming the exit (E), peptidyl 

(P), and aminoacyl (A) sites of the active ribosome [11]. Elongation begins when an additional 

tRNA containing the appropriate anti-codon recognizing the subsequent 3’ codon enters the A-

site and peptidyl coupling results from nucleophilic attack by the A-site tRNA amino group on 

the adjacent acyl group of the P-site tRNA. Breakdown of the resulting tetrahedral intermediate 

yields a newly formed amide bond [12].  The decoupled P-site tRNA and peptide bound A-site 

tRNA are then translocated to the E-site and P-site, respectively, aided by conformational 

changes induced by elongation factors (EF) through GTP hydrolysis [13]. This elongation and 

shifting process is repeated until a stop codon occurs in the mRNA strand which can be 

recognized by a release factor (RF) signaling for the hydrolysis and release of the newly 

synthesized peptide chain containing a terminal carboxyl group [14].  
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1.1.1 Primary Structure 

The most basic structural element of a protein is known as the primary structure and 

represents the unbranched linearized amino acid sequence of the protein connected through 

amide bonds. The primary structure is comprised of 22 different L-amino acids in ribosomally 

synthesized polypeptides [Figure 1.2, 1.4A] [15]. Most protein structures incorporate 20 

common amino acids, but unique tRNAs which recognize the opal (UGA) and amber (UAG) 

stop codons are used in rare instances to code for selenocysteine and pyrrolyine respectively 

[16,17]. Proteins synthesized by the ribosome through translation range in polymeric length from 

20 to over 34,000 amino acids [18]. Structural elements at the primary level are derived from 

idealized planar conformations of the amide bond which is yielded by the delocalization of 

carbonyl electrons generating resonant sp2 hybridization properties [19]. Torsion angles of 

covalent bonds from nitrogenn (Nn) to the alpha carbon (Cα), Cα to carbonn (Cn) position, and Cn 

to N(n+1) are represented by phi(φ), psi(ψ), and omega (ω) notations. Distribution plotting of 

backbone torsion angles φ and ψ yields energetically favorable “islands” which can be observed 

in the Phi-Psi plot developed by Ramachandran [Figure 1.3A] [20]. 

1.1.2 Secondary Structure 

Secondary structural elements occur within proteins with replicative regions of favored 

backbone torsion combined with intrastrand hydrogen bonding between amide groups of the 

backbone (Figure 1.4B) [20]. Early fiber diffraction experiments by Astbury showed 

characteristics of helical properties in keratin fibers of wool and were denoted as the alpha (α) 

form of protein structure. Upon stretching, these α form fibers displayed an alternate diffraction 

pattern which was denoted as the beta (β) form [21]. In 1951, prior to any observable structure 

determination, a theory of potential secondary folding patterns was put forward by Pauling, 
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Corey, and Branson using Pauling’s theories of amide bond properties in their PNAS paper 

describing hydrogen bonding patterns of the classical α helix [22]. Soon after this landmark 

paper, Pauling et. al. proposed additional models describing the β-strand and β-sheet [23]. To 

date, theoretical works and structures observed in determined protein structures have allowed for 

the creation of a system describing observable secondary ordering; the Dictionary of Protein 

Secondary Structure (DSSP). The DSSP is often used when denoting secondary elements and is 

broken down into 8 categories describing local hydrogen bonding patterns and structural features 

computationally characterized and/or theorized [Figure 1.3B] [24]. α-helices and β-strands 

(parallel and anti-parallel) comprise the majority of secondary structural folding observed in 

proteins [25], but several other structures can result such as the 310 helix, polyproline-II helix, π-

helix as well as folds, turns, and loops which are essential in the formation of many functional 

motifs [26]. 

1.1.3 Tertiary Structures, Functional Motifs, and Domains 

Combinatorial interactions between Cα-branching sidechains with alternate sidechains and 

regions of exposed amide backbone, combined with secondary elements of a protein structure 

and solvent interactions, give rise to increased ordering in the form of tertiary structures. 

Sidechain interactions promoted by hydrogen bonding, salt-bridges between ionized groups, van 

der Waals forces, and hydrophobic interactions can result in ordered folds known as structural 

motifs [Figure 1.3C] [27]. Additional stability can be aided by disulfide formation, cofactor 

binding creating apo and holo forms of motifs, and post-translational modifications [28]. Internal 

chemical bonding results in a protein displaying conformations in minimized energy states 

[Figure 1.5A] [29]. Energy wells derived from sidechain interactions resulting in altered tertiary 

ordering can lead to “misfolding” and result in a loss of biological function [Figure 1.5B] [30]. 
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Full-length proteins may contain no tertiary elements or may contain multiple domains which 

bear tertiary structures linked by flexible regions. Protein domains contained within a single 

polypeptide chain may grant the protein multiple biological functions, act in tandem through 

individual roles to achieve a more complex biological function or act as autoregulatory elements 

which modulate the normal function of the protein when influenced by external factors [31]. An 

example of this is shown in the murine double minute 2 (MDM2) protein sequence [Figure 1.6]. 

The N-terminal region of MDM2 is known as the p53 binding domain and functions to both 

recruit p53 for ubiquitination by the C-terminal RING domain as well as bind and occupy the 

transactivation domain of p53 within the nucleus inhibiting transcriptional activity [32]. The C-

terminal region known as the RING domain grants the protein E3 ubiquitination activity by 

recruitment of E2 ligases which can act upon bound p53 [33]. 

1.1.4 Quaternary Structures, Protein Complexes and Macromolecular 

Assemblies 

Quaternary structural elements of proteins form upon oligomerization and interfacing of 

multiple protein chains. Formation of quaternary structure is observed in many biological 

systems and facilitates higher orders of protein cooperativity which regulate and mediate 

biological function [34]. An example of this is demonstrated in Sections 2 and 3 describing the 

cooperativity of the α2β2 quaternary structure of hemoglobin as well as dimer formation in the 

MDM2 RING domain. Comparison of the structures of myoglobin and hemoglobin [Figure 1.7] 

demonstrates that both proteins contain nearly identical structures which display a classical 

globin fold, but quaternary assembly derived from oligomerization in hemoglobin yields an 

additional mechanism of affinity modulation allowing hemoglobin to more effectively 

disseminate oxygen from the lungs to tissues by allosteric control over ligand affinity [35]. 
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Interfacing of multiple proteins with biomolecules such as DNA and RNA yields even larger 

complexes which can carry out roles vital to the persistence of the cell. Section 4 describes the 

structure of the DNA-binding domain of the ETS-family transcription factor PU.1 which is 

utilized for the recruitment of cofactors and ultimately the formation of a macromolecular 

assembly with RNA polymerase which synthesizes an mRNA template [36].  

1.2 Structure-Function Relationships in Examined Proteins 

Biological functions of proteins range from simple structural roles such as scaffolding and 

stabilization all the way to greater orders of complexity such as catalysis, cellular transport, 

motility and signaling [37]. Closer examination of the proteins from sections 2-4 display unique 

structural features described in section 1.1 giving rise to protein functions. 

Section 2 examines the crystal structure of hemoglobin. Functionally hemoglobin is utilized 

to bind and transport oxygen and the structure itself yields this ability via the incorporation of a 

heme cofactor as well as some more subtle characteristics which grant the ability to control O2 

affinity [38,39]. The globin fold utilized by hemoglobin to bind the heme co-factor is ubiquitous 

in nature and is observed in both prokaryotic and eukaryotic organisms [40]. The globin fold is 

comprised of 8 α-helices with flexible loops and turns between granting it a tertiary structure 

which localizes a hydrophobic pocket cradling the heme porphyrin with carboxyl sidechains 

extended towards the solvent exposed exterior. Proximal histidine coordination of the heme iron 

on the opposite face of the O2 binding site forms a covalent coordination bond holding the heme 

cofactor in place and modulating O2 affinity [41]. Cooperativity for oxygen binding and oxygen 

release takes place between the 4 subunits at the quaternary level through conformation changes 

induced by the ligand binding of O2 and CO2 as well as other allosteric modulators such as 2,3-
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bisphosphoglycerate [42]. Together these structural characteristics grant hemoglobin the ability 

to bind and transport oxygen and deliver it to tissues. 

The MDM2 RING domain examined in Section 3 is a subdomain which acts as a recruiter 

for E2-ubiquitin conjugates [43]. The RING domain is observed in many other proteins which 

also function as E3 ubiquitination ligase mediators [44]. Structural examination of the secondary 

features demonstrate 3 short α-helices and 3 anti-parallel β-strands connected by flexible loop 

regions. The flexible loops between these structures contains two zinc-finger metal coordination 

sites comprised a combination of cysteine and histidine sidechains which aid in structural 

stability as evidenced by loss of function following metal chelation [45]. Dimer formation at the 

quaternary structural level is essential for E2 recruitment and has been a target for the design of 

drugs aiming to disrupt the hydrophobic dimer interface [46]. Recruitment of E2 ligases by this 

domain coupled with the binding of p53 to the N-terminus of the full-length protein facilitates 

p53 ubiquitination, ultimately granting MDM2 an essential regulatory role in p53 activity 

modulation which is observed with the death of mice containing mdm2 gene knockouts [47]. 

The PU.1 DNA Binding domain from Section 4 demonstrates an E26 transformation-specific 

(ETS) folding pattern. This structure displays a winged helix-turn-helix (wHTH) tertiary 

structure facilitating DNA binding by the insertion of an α-helix into the major groove of the 

DNA strand with sequence specific recognition granted by direct sidechain interactions with the 

consensus DNA bases [48]. Large clusters of lysine and arginine residues oriented towards the 

DNA phosphate backbone aid in increasing the overall affinity to the DNA. Structurally this 

motif grants the ability to bind DNA tightly at a desired site and coupled with actions of 

additional residues further into the N-terminal region of the protein, recruits protein co-factors 
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which comprise a complex structure signaling the activation or repression of gene transcription 

[49].  

1.3 Protein Structure Determination by X-ray Crystallography 

Structure determination has been an essential tool allowing biologists and biochemists to 

understand the nature of the underlying chemical and structural interactions which give rise to 

macromolecular intra-, inter-, and extracellular functional roles. The combined fields of X-ray 

crystallography (XRC), nuclear magnetic resonance (NMR) spectroscopy, and cryogenic 

electron microscopy (cryo-EM) have allowed scientists to examine macromolecular structures at 

a high resolution and comprise the majority of over 181,000 depositions to the RCSB protein 

data bank (PDB) as of August 2021 [Table 1.1] with neutron diffraction and solution scattering 

being utilized to solve most of the remaining ~300 [50]. Advances in the fields of X-ray 

crystallography following determination of the first protein structure in 1958 by Kendrew et. al. 

involving data processing and concurrent advances in molecular biology, protein expression and 

purification methods, and X-ray data processing have lead to an explosion in the number of  

determined X-ray diffraction structures deposited annually since its inception in 1971 [Figure 

1.8] [51].  

1.3.1 Origins of Crystallography and X-ray Diffraction 

X-ray crystallography has provided the scientific community with a wealth of 

information about the nature of molecular structures. The theory underlying crystallography is 

built upon a mountain of work dating all the way back to the 17th century efforts of Steno which 

demonstrated that crystals comprised of the same material display identical angles between 

crystal faces [52]. Based on this property Haüy was able to demonstrate that these faces could be 

derived from replicative subunits arranged in variable lattice patterns [53]. Just over 50 years 
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later Miller used this information to denote the h, k, and ℓ integer values describing the 

relationship of crystal faces still in use today [54]. Following the definition of Miller indices 

came the works of Hessel, Bravais, Fedorov, Schonflies, and Barlow ultimately yielding the 

exhaustive description of all crystal symmetries physically possible and identifying 219 space 

groups (230 if chirality is included) [55-59]. Mathematically these advancements laid the 

groundwork which established the nature of crystal structure and symmetry, however, no method 

existed at the time to physically observe the true structure of a crystal. 

X-ray structure determination traces its origins to 1895 with the initial characterization of 

X-rays by Wilhelm Röntgen via cathode ray tubes [60]. However, it wasn’t until 1912 that 

Friedrich, Laue, and Knipping demonstrated that X-rays could be utilized to generate diffraction 

patterns of copper sulfate crystals [61]. Following their experiment, Laue proposed that the 

diffraction pattern was a result of an interaction between certain X-ray wavelengths with the 

atoms in the crystal lattice. Upon reading about Laue’s observation, the father and son team of 

William Henry Bragg and William Lawrence Bragg used Laue’s techniques and determined that 

X-ray reflections could be observed at determinate angles by planes of atoms in a crystal. The 

reflections observed can be described by Bragg’s Law (section 1.3.3) [62]. With their new 

discovery, William Lawrence Bragg was able to determine the first crystal structure of a zinc 

blend crystal and thus the field of X-ray crystallography was born [63]. Ultimately their work on 

X-ray diffraction and structure determination lead to their award of the Nobel prize in Physics in 

1915. Owing to difficulties in data analysis with increasing molecular and crystallographic 

complexity it would not be until 1957 that the first protein structure of myoglobin was solved by 

Kendrew under the advisement of Max Perutz [64]. 
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1.3.2 Protein Crystallization 

Protein crystallization is achieved by generation of a thermodynamically favored state in 

a supersaturated solution of protein. Dissolution of protein in an ordered fashion can result in 

crystal formation as long as a delicate balance between systemic enthalpy and entropy is yielded 

by formation of a crystalline state resulting in a minimized Gibb’s free energy [65].   

∆𝐺𝑐 =  ∆𝐻𝑐 − 𝑇(∆𝑆𝑝𝑟𝑜𝑡𝑒𝑖𝑛 + ∆𝑆𝑠𝑜𝑙𝑣𝑒𝑛𝑡) 

In the simplest terms the sum of the Gibb’s free energy in a crystallization experiment 

(ΔGc) yields a decrease in enthalpy which outweighs the decrease in entropy from decreases in 

protein mobility in solution. 

The solubility phase diagram [Figure 1.9] demonstrates a simple explanation of the 

mechanism of crystal formation displayed in a vapor diffusion experiment, but in principle all 

techniques generating crystals result from a population of protein being driven through a 

concentration range at which the solvation is no longer favorable [66]. Crystallization occurs 

when a large population of the protein in solution is driven into a supersaturated interface 

between favored solubility and non-specific precipitation, phase separation or protein 

degradation [66]. High salt concentration in the solution or the addition of chemical precipitants 

which decrease protein stability or solubility can drive the protein into these solubility states 

[67]. This can occur through disruption of the solvation shell of the protein or by granting the 

solution protein denaturing properties resulting in regional agglomeration [68]. Modern 

crystallographic screening has been streamlined by the development of robotic methods to 

increase the number of conditions which can be screened simultaneously granting high-

throughput capabilities for conditional optimization. Kits containing a broad array of 

precipitants, buffer conditions, and ionic components yield the ability to rapidly discern 
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favorable conditions which can be scaled to grow large diffraction capable crystals [69]. 

Crystallized protein displaying sufficient uniformity of the lattice will generate observable 

diffraction upon X-ray irradiation. Crystals are typically treated with a cryoprotectant solution 

and flash frozen in liquid nitrogen or a stream of cold nitrogen gas prior to X-ray data collection 

in an effort to minimize radiation damage resulting in a loss of X-ray diffraction [70]. 

1.3.3 X-Ray Diffraction, Data Processing, and Model Building 

X-ray irradiation of a protein crystal allows for structure determination by analysis of the 

resulting diffraction patterns. X-rays pass through electron clouds of each atom in a crystal 

structure and interactions result in elastic scattering [71]. When the scattered waves resulting 

from interactions of symmetrical atoms at separation distance (d) interact constructively they are 

observed as reflections described by Bragg’s Law [Figure 1.10]: 

𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃 

The resulting diffraction images as a crystal is rotated in an X-ray beam generates frames 

containing reflections with positions and intensities determined by relative orientation of atoms 

in the planes of the lattice [62]. Modern computational methods allow for rapid crystallographic 

indexing, yielding space group determination and unit cell dimensions by examining the relative 

positions between reflections in the diffraction image and determining which point group best 

accounts for the observed reflection pattern [70]. Integration of reflection intensities followed by 

scaling, merging and phasing yields an electron density map which displays an averaging of 

regions of electron occupancy in a unit cell [Figure 1.11] [72,73]. A model is then built into the 

electron density and the model is refined through iterative cycles in an attempt to account for 

observed electron densities [73]. Model validation can be achieved by examining reliability 
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factors Rwork and Rfree, which examine how well the model fits the sum of observed density 

across the entire map and how well the map predicts a small set of unrefined test data [74].   

1.4 Molecular Probes in Crystallography – Methods and Recent Discoveries 

Native structures themselves have provided insights into numerous biological processes, 

but many of the proteins in the PDB have been examined in even further detail by modification 

or perturbation of their structures. The perturbation of a protein crystal structure can be 

accomplished via utilization of probes which influence intra- and intermolecular chemical 

interactions [75]. The definition of a probe in this sense is any alteration to the condition through 

which a structure has been determined in which a change can be observed and related to 

function. Selection of a probe is typically preceded by some insight into the functional role of a 

protein either through sequence homology, biological data, or a known substrate or ligand. 

Alteration of a protein’s sequence by mutation, solution state changes in pH, incorporation of a 

ligand or small molecule, or co-crystallization of a protein complex can demonstrate structural 

shifts and yield valuable insights into the nature of a protein’s structure-function relationships 

[76].  Incorporation of these molecular probes can occur during crystallization, or in many cases, 

following crystal growth depending upon the size of the probes and crystal packing [76]. 

Molecular diffusion through a crystal remains possible due to the large water networks which 

traverse the lattice, with typical solvent contents ranging from 27 to 78% in biomolecular 

crystals [77]. A description of the solvent content of a crystal can be derived by use of the 

formula yielding Matthew’s coefficient VM (specific volume, Å 3/Da) where V is the volume of 

the unit cell, n is the number of asymmetric units (ASU), and M is equal to the sum of the 

molecular weights of ASU contents [78]. 

𝑉𝑀 = 𝑉/(𝑛 ∗ 𝑀) 
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Most experimentally observed values of VM fall between 1.62-3.53 Å 3/Da [77]. Specific 

solvent content can then be obtained by a simple operator: 

𝑆𝑜𝑙𝑣𝑒𝑛𝑡 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = (1 −
1.23

𝑉𝑀
) 

 Exploitation of these large water networks has been utilized for the incorporation of 

many of the molecular probes which will be described in subsequent subsections. Occupancies 

observed for small molecules are related to the dissociation constant (Kd) of the ligand 

potentially limiting the breadth of molecular structures which can be utilized [76]. 

 Large or extremely hydrophobic molecules, or additional proteins or nucleic acids which 

interface with the protein target must be incorporated via co-crystallization [76],  

1.4.1 Structure-function Insights Through Primary Sequence Variation 

Substitution of amino acids within a protein sequence can demonstrate variability in 

activity and function of proteins. Individual amino acids may be substituted through alteration of 

the protein coding sequence prior to translation or by chemical or biochemical modification 

following expression if the residue is accessible [79,80]. Alteration of the primary sequence of a 

protein coupled with biochemical information can serve as a probe into how the amino acid 

sidechain participates in protein structure and biological function. Point mutations within a 

protein can yield structural insights into catalytic mechanisms and ligand binding sites and also 

chemical bonding networks which affect protein interfacing and dynamics [81,82]. Additionally, 

mutations can be used to mimic a post-translational modification such as phosphorylation which 

is heavily utilized for the regulation of many proteins by kinases and phosphorylases [83]. 

Numerous examples of structures determined containing mutations to amino acids demonstrated 

to be of functional importance through biochemical experiments or observed in disease states 
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have been crystallized and their structures utilized to demonstrate specific perturbations altering 

protein function [76].    

An example of this method was demonstrated by the examination of the MDM2 RING 

domain containing a phosphomimetic point mutation of S429E by Magnussen et. al. which was 

utilized to determine our structure described in Section 3. Comparison of the phosphomimetic 

MDM2 RING S429E mutant with that of the wild-type bound to UbcH5B-Ub in a ternary 

complex demonstrated the mechanism underlying the functional role of S429 phosphorylation in 

cells. The biological role of the MDM2 protein is to downregulate p53 activation of gene 

transcription [84]. The MDM2 RING domain aids in carrying out this role by acting as an E3 

ligase bridging p53 bound to the N-terminal of the protein with E2 ligases carrying a ubiquitin 

conjugate [85]. Regulation of MDM2 is essential as disruption of p53 activity can be detrimental 

to autophagy regulatory mechanisms which prevent cancer and protect the cell [86]. DNA-

damage induced activation of kinases results in phosphorylation of numerous residues in MDM2 

[87]. Phosphorylation at residue S429 demonstrated an increase in autoubiquitination activity 

which can act on MDM2 to signal its nuclear export or degradation [88]. Determined structures 

demonstrated that S429 lies near the interface of the ubiquitin K33. Phosphomimetic interaction 

with K33 demonstrated increased stability of the N-terminus of the ternary complex in the 

previously proposed “closed” conformation leading to increased autoubiquitination rates yielding 

information about the structure-function role of pS429 [89]. 

Site-directed mutagenesis was also used to solve a 40-year mystery surrounding the 

mechanistic perturbation in the E52G mutant diphtheria toxin “cross reactive material 197” 

(CRM197). In the early 70s the Pappenheimer lab at Harvard sought to develop a less toxic 

diphtheria vaccine and was examining the effects of nitroguanidine mutagenesis on the function 
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of the diphtheria toxin expressed by corynephage β infected toxigenic strains of 

Corynebacterium diphtheriae [90]. Mechanistically the diphtheria toxin functions to disrupt 

RNA translation by conjugation of an ADP-ribosyl group to the host cell eukaryotic elongation 

factor 2 (eEF-2) protein which is essential for the elongation step of protein synthesis [91]. The 

group noted that among the many mutations induced by nitroguanidine that the 197th “Cross 

Reacting Material” characterized had lost nearly all toxicity which resulted from a glycine 

substitution of glutamate 52 (E52G) in the A toxin subunit [90]. Owing to its lack of toxicity but 

retention of toxoid uptake immunogenicity this “CRM197” was utilized in the 1990s by Wyeth 

to develop conjugate vaccines against other bacterial infections with the eventual marketing of 

the Prevnar® Clostridium pneumoniae vaccine [92]. However, it wasn’t until 2012 with the 

work of Malito et. al. that the structural basis for this lack of activity was characterized 

crystallographically. Upon structural determination the novel E52G structure was compared with 

that of the wild-type diphtheria toxin. Their findings demonstrated that although the E52 residue 

of DT is not directly involved in NAD hydrolysis necessary for toxicity, that increased flexibility 

of the loop containing E52 significantly disrupted NAD binding leading to a drastic reduction in 

toxoid functionality [93].  

1.4.2 Structures at Alternate pH 

The chemical bonds through which protein structure is derived can be variable and pH 

dependent. Sidechains of aspartate, glutamate, histidine, lysine, arginine, cysteine, and tyrosine 

are all ionizable as pH rise and fall [94]. The local environment of the sidechain can alter pKa 

values and canonically basic residues such as lysine can have pKa values drop as low as 5.3 in a 

unique protein folding environment [95]. Physiological pH inside human cells typically falls 

between 7.0 and 7.4, but some organelles derive their functions through pH variation outside of 
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this range. Lysosomal and phagocyte pH are both much more acidic than the cytosol with 

lysosomes reaching pH values as low as 4.5 [96], while mitochondrial matrixes contain a pH of 

approximately 8.0 facilitating ATP synthesis through proton motive force [97]. Proteins which 

are localized to variable pH ranges throughout their lifespan may utilize the environmental pH to 

induce conformational changes for molecular activation or repression [98]. Altering the solution 

pH during crystallization can result in the growth of a crystal displaying alternative packing and 

variable structural characteristics altering functionality [99]. Structure determination of proteins 

across a broad pH range may be utilized to examine some of these structure-function 

relationships. An example of this effect has been demonstrated with the determination of pH-

dependent conformational changes in influenza A M2 matrix protein which alter the interior 

water network [100].  

A primary mechanism through which Influenza A virus enters the cell upon surface 

binding is by exploiting clathrin-mediated and alternative methods of endocytosis [101]. 

Acidification of the endosome activates conformational changes in viral proteins which mediate 

viral structure and membrane disruption leading to cytosolic release of virion contents [102]. 

Early acidification of the endosome activates conformational changes in the M2 matrix protein 

which is comprised of four 97 residue subunits that traverse the viral envelope [100]. A water 

network conserved in the core of the tetrameric transmembrane domain (M2TM) functions as a 

proton mediation network facilitating rapid H+ transfer occurring via the Grotthuss mechanism 

[103]. With a drop in endosomal pH, successive protonation of 4 histidine residues (His37) in the 

tetrad which form a “His-box” [104] located at the opening of this pore accumulate a positive 

charge which can be transferred to a water network that becomes more compact and ordered at 

low pH [105]. Acidification of the interior of the virion promotes the dissociation process 
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between viral ribonucleoprotein (vRNP) complexes and the M1 matrix protein [106]. This 

prepares viral contents for release following membrane fusion induced by pH-induced 

conformational changes in the hemagglutinin protein [107]. The blocking of this mechanism by 

amantadine was one of the earliest methods of antiviral treatment for influenza infection [108]. 

Recent news has highlighted the controversial use of hydroxychloroquine (HCQ) for the 

treatment of the SARS-CoV-2 virus which has been demonstrated to prevent acidification of the 

endosome and inhibiting viral replication in vitro [109]. Unfortunately, off-target effects and an 

insufficient therapeutic index have ruled out HCQ as a viable clinical treatment for the disease 

[110], but the observed mechanism may be useful for future therapeutic development.  

1.4.3 Small molecules and ligands 

Among proteins small molecule interactions and effects are widespread. Small molecule 

binding is facilitated through interactions with complementary components of the protein 

generating an energetically favorable (-ΔG) interaction represented with the Kd dissociation 

equilibrium constant [76]. Small molecule binding by proteins is essential for cellular replication 

and energy production and the synthesis of complex small molecules in enzymatic pathways. 

Ligand binding is also utilized by proteins for regulatory and signaling roles [111-112]. Although 

suspended in a crystal lattice, proteins still possess the ability to undergo conformational changes 

and facilitate molecule binding unless it is prohibited by interfacial contacts between protein 

subunits [76]. Countless examples of ligand bound structures have been published and many 

enzymes have been demonstrated to retain catalytic activity in crystallo with observation of 

catalytic intermediates observable by freezing of crystals following molecular incorporation at 

varied time intervals [112]. Incorporation of small molecules either by soaking or co-

crystallization can be used to examine ligand binding sites and allosteric structure-function 
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relationships. Insights from these methods has granted the development of structure-based drug 

design methods by identifying drug binding sites allowing for analog synthesis with potentials 

for enhanced activity or reduction of off-target effects [113]. This technique was utilized in 

section 3 to examine drug binding sites in the MDM2 RING domain structure. 

One of the earliest examples of structural perturbation by ligand binding was conducted 

on the subject of section 2: Hemoglobin 

Early studies on hemoglobin demonstrated that the protein possesses a sigmoidal O2 

binding curve. This suggested that cooperativity must occur between the four subunits in some 

way [114]. Perutz et. al. determined the structure of oxyhemoglobin in 1960, however, it would 

be several more years before the deoxy- structure would reveal the key differences between the 

relaxed (R) and tense (T) states observed with the O2 ligand binding site occupied [115]. Deoxy 

structures displaying the T state undergo a conformational change induced through the proximal 

histidine opposite the O2 binding site. This coordinate histidine (HF8) induces movement in the 

backbone of helix 8 which is transferred to the adjacent structure through the loop region at the 

end of the helix. This drives the protein into the R-state and opening the distal histidine (HisE7) 

gates which are the primary regulators of O2 entry into the heme site. This cooperativity between 

subunits grants hemoglobin a unique characteristic for the transport and delivery of O2 to other 

tissues where the partial pressure of O2 is diminished and O2 release promoted by allosteric 

effects of CO2 binding at alternate sites [116]. Further studies using ligands would go to to 

demonstrate the important role of 2,3-bisphosphoglycerate as a regulator of O2 release which 

structural determination revealing its binding site at the core of the tetramer between the four 

subunits [117]. 
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1.4.4 Protein complexes 

Protein interactions with additional proteins and other macromolecular structures can be 

examined by combining the two molecules in a crystallization droplet at an appropriate 

stoichiometric ratio granting complex formation and allowing co-crystallization [76]. 

Comparison of the bound and unbound states can yield valuable insight into the underlying 

mechanism of complex formation and the nature of macromolecular epitopes which yield 

biological functions [118]. Understanding of these macromolecular epitopes has been utilized to 

gain mechanistic information about immune functions, DNA and RNA binding, protein 

regulatory and transport mechanisms, and macromolecular assembly [76,118-120]. Utilization of 

this method has also employed antibodies for protein stabilization and granted the ability to 

examine structures which would otherwise be unable to be crystallized [121]. Section 4 utilized 

complex co-crystallization to examine the structure of the DNA-binding domain of the PU.1 

transcription factor bound to DNA strands. 

A protein-protein ternary complex between the MDM2-MDMX RING heterodimer was 

published in 2017 granting the first structural revelations into the structure-function relationships 

which give MDM2 its ability to act as an E3 ligase by bridging the structures of p53 and a 

recruited E2-Ub conjugate[122]. In 2020 the same group determined the first homodimeric 

structure both bound and unbound to the recruited E2-Ub [89]. The epitope revealed subtle 

differences between the MDM2 homodimer interactions with UbcH5B-Ub and MDM2-MDMX 

heterodimer interactions and yielded insights into the variability between activity of these two 

complexes and the ability to target them with some of the drug molecules we examined in 

section 3. The extreme C-terminal interactions in the heterodimeric structure create more 

contacts with the ubiquitin carried by the E2 ligase which would potentially block the active site 
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of our compounds[89,122]. This may explain the lack of activity by both InuA and MA242 

against the heterodimer. Both structures demonstrated contact between the UbcH5B-Ub at both 

of the Zn-finger motifs also yielding insight into how zinc chelators eliminate the activity of 

MDM2 [123]. Both extreme N-terminal regions of the dimers extend outwards into the solvent 

where the flexible linkers further into the MDM2 sequence will connect with the acidic and p53 

binding domains. 

1.4.5 Temperature During Irradiation 

Recent advancements in the field of crystallography have demonstrated that structure 

determination at room temperature can reveal previously unobservable protein conformations 

and dynamics [124]. Diffraction at cryogenic temperatures has become a common practice which 

is used to minimize the damage induced by irradiation of a crystal over time and has been 

implemented in the determination of more than 95% of all crystal structures [125]. However, 

time scales of crystal freezing relative to conformational changes in proteins occur on different 

orders of magnitude and the freezing of crystals may result in the protein subunits settling into 

energetically favorable states which are transient when a biological role is being fulfilled [126]. 

This lack of conformational variability contributing to protein function can be lost at cryogenic 

temperatures. Experiments examining diffraction of myoglobin have demonstrated this effect 

and a change in the volume of the protein and interactions between α-helices were noted between 

diffraction observed at cryogenic temperatures to those obtained at room temperature [127]. In 

their work Fraser et. al. examined diffraction data from 30 protein structures determined at 

cryogenic and room temperatures. The proteins cyclophilin A (CypA) and the HRas GTPase 

both demonstrated alternative conformations in sidechains involved in substrate binding and 

enzymatic activity demonstrating that the temperature at which data collection takes place may 
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also serve as a valuable probe into sidechain dynamics and protein conformations owing to 

effects on the protein structure induced by crystal freezing [124]. 

 

1.5 Research Aims 

The research contained in the following chapters utilized several of the above-described 

molecular probes to examine a broad range of protein targets involved in human disease states 

[Figure 1.12]. Crystallographic examination of the three protein systems incorporating 

molecules which perturbed their structures was achieved. Additional experiments employing 

biochemical and biophysical methodologies supported the observed structural effects and gave 

credence to the proposed structure-function relationships. Insights into the mechanisms 

underlying the structure-function roles in these proteins aimed to achieve: 

1. A greater understanding of gas channels in human hemoglobin and the correlated 

protein mutations resulting in disease states 

2.   The identity of a structural site for disruption of the E3 ubiquitin ligase activity of the 

murine double minute 2 (MDM2) protein  

3.   An understanding of the mechanisms by which the transcription factor PU.1 

recognizes DNA sequences and the effects of flanking sequences on affinity  

Aim 1 was achieved following the development and implementation of a novel method 

for the crystallographic incorporation of large quantities of molecular oxygen via liquid oxygen 

(LO2) crystal soaking. The mechanisms through which hemoglobin binds and transports O2 have 

been described in great detail, however, the channels through which O2 reaches the heme co-

factors are not fully understood. Computational modelling of O2 diffusion pathways as well as 

experiments incorporating elemental xenon into crystal structures have sought to provide some 
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insights into gas diffusion channels, but no direct evidence of specific O2 diffusion channels had 

been produced [128,129]. Structural perturbation of hemoglobin in crystallo by an influx of O2 

was observable in the form of crystallographic B-factor increases and regions in which increases 

were observed directly correlated with mutation sites associated with human disease states. This 

is the first example in the literature in which liquid oxygen has been utilized to perturb a crystal 

structure and provides crystallographers with a novel method to examine proteins utilizing 

molecular oxygen. 

Aim 2 was accomplished by examining crystal structures of the MDM2 RING domain. 

The MDM2 RING domain acts as the E3 mediator between coupled E2 ligases and p53 during 

ubiquitin transfer. Ubiquitination of p53 is implicated in numerous cancers as it will both 

downregulate its transcriptional activity and will also signal its degradation. Several compounds 

binding the MDM2 RING domain have been demonstrated to alter the E3 activity of MDM2 

towards p53, but there has been no structure presented to date which displays mechanistic 

insights into how these inhibitors alter protein function. Crystals incorporating two inhibitors 

were examined and both demonstrated a common binding site. The site at which both bound was 

near the extreme C-terminus which has been demonstrated to be essential in E3 activity. 

Comparison of our structures with ternary E2-Ub-MDM2 complexes demonstrated that Tyr489 

interfacing is essential in ternary complex formation and biochemical experiments employing 

our inhibitors demonstrated disruption of ternary complex formation through a decrease in 

ubiquitin transfer rates. These experiments yielded insight into both the structure-function 

relationship of Tyr489 as well as mechanistic information on RING inhibition which can be used 

to develop better therapeutic agents. 
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 Aim 3 utilized the PU.1 DNA-binding domain co-crystallized in complex with large 

probes in the form of high- and low-affinity DNA sequences. The determined structures 

demonstrated the highest resolution structures of an ETS transcription factor observed to date 

and the drastic improvement in resolution, as well as the perturbations in the structure observed 

with flanking sequence variation, gave insights into key residues involved in DNA recognition 

and affinity modulation. MD simulations further established the roles of residues displaying 

conformational variability between the two structures and a crystallization condition was 

developed through which many other sequences may be examined in the future. 

Together these experiments demonstrated that molecular probes could be incorporated 

crystallographically into the systems being examined and yielded valuable insights into the 

structure-function relationships of proteins that were utilized.  
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1.6 Figures 

 

 

Figure 1.1 The Central Dogma of Biology 

The central dogma of biology describing the flow of information from genomic storage (DNA or 

any number of combinations of positive and negative, single and double stranded, RNA or 

DNA/RNA hybrids) to an mRNA template to a protein following translation by the ribosome 
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Figure 1.2 2D representation of an L-amino acid polymerized in a peptide chain  

The Nn, alpha carbon (Cα), and Cn positions are denoted. Torsion angles φ,ψ, and ω are shown at 

their appropriate bond postions 
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Figure 1.3 Ramachandran plot and secondary structure plot of the low-affinity structure 

described in section 4.3  

A Ramachandran plot displaying the comparison of φ and ψ torsion angles (°) of each amino 

acid in the determined structure of PU.1 DNA-binding domain. B Secondary structural elements 

of the protein corresponding to their positions in the protein primary sequence. A and B were 

generated in the phenix.refine module of PHENIX software [73] 
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Figure 1.4 Structural hierarchy of proteins  

A The primary structure of a protein comprised of amide-linked L-amino acids B An α-helical 

secondary structural element of human hemoglobin. C The tertiary structure of an α subunit of 

human hemoglobin containing a heme co-factor and displaying the classical globin fold D 

Quaternary ordering observed from the oligomerization of four hemoglobin subunits displaying 

the α2β2 oxygen bound R-state (PDB ID: 6BB5) 
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Figure 1.5 Energy funnel representation of protein folding states  

A Free energy “wells” result in stabilized protein folds which will retain their structure unless the 

environment significantly disrupts internal chemical interactions. B Alternative folding states 

may result in a protein conformation falling into an energy well in which biological function is 

disrupted by lack of proper motif formation 
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Figure 1.6 MDM2 protein domains and associated structures 

The MDM2 protein contains 491 amino acids with 4 protein domains connected by flexible 

regions. The N-terminus binds p53 reducing its transcriptional activity while the C-terminal 

RING domain recruits E2 ligases for the ubiquitination of bound p53. (PDB ID: 1YCR) 
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Figure 1.7 Structural overlay of myoglobin and the hemoglobin α subunit 

Myoglobin (salmon, PDB ID: 3RGK) and Hemoglobin (Slate, PDB ID: 6BB5) both contain a 

globin fold shared by many members of the globin superfamily. Structural variance in 

hemoglobin allows for tetrameric quaternary structure formation which allows for cooperative 

O2 binding between the oligomeric units 
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Figure 1.8 Structural deposits to the RCSB Protein Data Bank by year and method 

Annual deposits to the protein databank have grown rapidly since its inception in 1971. Over 

14000 structures were deposited in 2020 alone. Increases in accessibility to cryoEM as well as 

advances in structure determination have led to a rapid growth in cryoEM deposits over the past 

10 years. 
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Figure 1.9 Solubility phase diagram during a vapor diffusion experiment 

Protein contained in the solution is driven into metastable and supersaturated zones by increased 

protein and precipitant concentration over time as water diffuses from the crystallization droplet. 

Non-specific precipitation and/or phase separation often result if conditions are not optimized. 

Ideal conditions maintain the supersaturated/metastable state which over time will drive protein 

to crystallize 
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Figure 1.10 Bragg diffraction diagram and diffraction resulting from X-ray diffraction by 

a PU.1 crystal 

A The principal of Bragg diffraction displaying the direction of constructive interference 

between scattered X-rays. B Observed reflections resulting from irradiation of a PU.1:DNA 

complex crystal on a Dectris EIGER X 16M detector.  

 

A 
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Figure 1.11 Electron difference map without a model input 

After data processing and phasing from single anomalous dispersion or molecular replacement, 

an electron density map can be constructed like the one depicted above. Models are built into the 

density and refinement generates statistics for validation purposes 
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Figure 1.12 Molecular probes used in sections 2-4 by molecular weight 

Molecular oxygen, MA242, and the high-affinity DNA duplex bound to PU.1 all functioned well 

as probes to yield structure-function insights in the 3 protein systems examined 
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Table 1.1 Deposited structures in the RCSB Protein Data Bank by Structure Determination 

Method 

[A] Number of molecular structures currently deposited in the RCSB Protein Data Bank sorted 

by molecular type and method utilized for structure determination [B] A summary of all 

structures containing protein chains sorted by structure determination method 
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2 HEMOGLOBIN CRYSTALS IMMERSED IN LIQUID OXYGEN REVEAL 

DIFFUSION CHANNELS 

Copyright © Elsevier, [Biochemical and Biophysical Research Communications, Volume 495, 

Issue 2, January 2018, DOI: 10.1016/j.bbrc.2017.12.038016] 

2.1 Abstract 

Human hemoglobin (HbA) transports molecular oxygen (O2) from the lung to tissues 

where the partial pressure of O2 is lower. O2 binds to HbA at the heme cofactor and is stabilized 

by a distal histidine (HisE7). HisE7 has been observed to occupy opened and closed 

conformations, and is postulated to act as a gate controlling the binding/release of O2. However, 

it has been suggested that HbA also contains intraprotein oxygen channels for entrances/exits far 

from the heme. In this study, we developed a novel method of crystal immersion in liquid 

oxygen prior to X-ray data collection. In the crystals immersed in liquid oxygen, the heme center 

was oxidized to generate aquomethemoglobin. Increases of structural flexibility were also 

observed in regions that are synonymous with previously postulated oxygen channels. These 

regions also correspond to medically relevant mutations which affect O2 affinity. The way HbA 

utilizes these O2 channels could have a profound impact on understanding the relationship of 

HbA O2 transport within these disease conditions. Finally, the liquid oxygen immersion 

technique can be utilized as a new tool to crystallographically examine proteins and protein 

complexes which utilize O2 for enzyme catalysis or transport. 

2.2 Introduction 

Human hemoglobin (HbA) plays a vital role in transporting oxygen (O2) from the lungs 

to the tissues [1]. HbA is a tetramer consisting of two α-subunits and two β-subunits [1]. In each 

HbA subunit, there is a prosthetic heme where an O2 molecule can bind at the ferrous atom [2]. 
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The tetrameric HbA is an allosteric protein in which each subunit can switch between the 

tensestate (low O2 affinity) and the relaxed-state (high O2 affinity) [3-5]. The subunits in the 

quaternary assembly show a positive cooperativity for O2 binding [5]. The O2 pressure in the 

lung is relatively high so that HbA in the lungs can bind O2 molecules (oxy-HbA) [6]. When 

oxy-HbA is transported to other tissues though blood circulation, O2 molecules are released 

where the pressure is lower. Acidic conditions also facilitate the release of O2 molecules from 

oxy-HbA [7]. Therefore, there must be pathways for O2 migration because the heme iron center 

is within the HbA protein. These pathways could allow HbA to sense the environmental O2 

pressure. O2 molecules need to enter and exit HbA through these pathways. In the O2 binding 

pocket of HbA, there is a distal histidine residue (named HisE7; αH58, and βH63) that forms a 

hydrogen bond with the heme-bound O2 molecule [8]. The hydrogen bond stabilizes the O2 

molecule bound in this pocket. In addition, HisE7 can be regarded as a gate to shield the heme-

bound O2 molecule from the solvent [9]. The sidechain of HisE7 can assume an open or closed 

conformation, which has been postulated to be a gate for O2 to enter or exit the alleged E7 

channel [10]. In a recent study by molecular dynamic simulation, however, it was shown that the 

mechanism of O2 escape controlled by HisE7 may not be as what was previously postulated [11]. 

In fact, O2 molecules can escape from the distal histidine pocket with the conformation of HisE7 

sidechain open or closed. When the sidechain of HisE7 is protonated, it will adopt the open 

conformation, which allows water molecules to diffuse into the distal site, but hinders the escape 

of apolar gas molecules including O2. The open conformation of HisE7 increases the volume of 

the distal pocket and may still increase the escape of O2 molecules from this route, but not by a 

lot (around 12%). Mutations of HisE7 confirmed that the E7 channel is the main route of 

entering and escaping the heme-O2 binding pocket [12]. However, it is possible that there are 
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other pathways of O2 migration in the HbA protein [13]. By structural determination of xenon 

docking sites in globins, it has been suggested that alternative pathways are possible [14, 15]. 

These Xe docking sites are hydrophobic cavities, confirming the availability of space within 

HbA for alternative pathways. To verify potential pathways that include the Xe docking sites, 

photolysis of oxy-HbA was monitored and rebinding of O2 molecules could be quantitated [16]. 

The rebinding kinetics were affected under 25atm of xenon gas, showing a decrease of escape 

from the α subunit. This clearly demonstrated that there are pathways for O2 exit at least within 

the α subunit that go through Xe docking sites. Consistently, molecular dynamic simulations 

discovered multiple O2 entrance pathways containing the Xe docking sites, in addition to the E7 

channel [13]. In another simulation study, it was shown that multiple exit pathways can be found 

to include Xe docking sites [17]. The path of the diffusion is dependent on the allosteric state of 

the HbA quaternary structure. More interestingly, it was shown that O2 molecules may escape 

through internal tunnels in significant portion in all allosteric states when the distal HisE7 is in 

the closed conformation, further confirming the presence of alternative pathways. In order to 

directly visualize the possible pathways of O2 migration, we set-up a system to determine the 

crystal structure of HbA in liquid O2. The idea is to trap O2 molecules in HbA crystals that are 

frozen under cryo-conditions. The crystal structures of HbA were solved for different immersion 

times in liquid O2. These structures are compared with previously reported HbA structures. In 

addition, we also observed autoxidation of the heme-iron to aquomethemoglobin when HbA 

crystals were immersed in liquid O2 for a longer period of time. Accumulation of methemoglobin 

will cause methemoglobinemia that can be a severe disease leading to death [18-20]. 

Furthermore, we observed increased flexibility in areas previously postulated to be O2 channels, 

giving the first direct evidence of O2 channel entrances/exits with the endogenous ligand of HbA. 
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These regions can also be correlated to medically relevant mutations which show 

decreased/increased O2 affinity. Finally, the novel technique of liquid O2 immersion can be used 

to crystallographically study enzymes which utilize O2 in catalysis and examine the structure-

function relationships of proteins and protein complexes which transport O2. 

2.3 Results 

2.3.1 Crystal Structure of HbA Immersed in Liquid O2 

When crystals of human HbA were immersed in liquid O2, HbA was exposed to a high 

concentration of O2 while the crystal was flash-frozen at cryogenic temperature (~90 K). HbA 

crystals were first immersed in liquid O2 for 20 seconds, and 1 minute, and then transferred to 

liquid nitrogen. X-ray diffraction data were collected under cryo temperatures and the structures 

were determined by molecular replacement [see Table 2.1 for statistics]. All refined structures 

in this study are in the R state. Furthermore, in order to assure the utmost of accuracy in our 

study, we have collected and solved a control structure [see Table 2.2], taken from the same 

batch of crystals and frozen directly in liquid nitrogen—the standard method. However, due to 

higher resolution structures already deposited in the PDB, and our own control structure only 

being of modest resolution 2.28 Å, a conscious decision was made to utilize PDB code 2DN1 as 

the main structure used for comparison. For the purpose of this study, our control structure and 

2DN1 are identical and the same conclusions can be drawn from both of the structures [Figure 

S3 and S4]. The rationale behind choosing 2DN1 structure lies in the accuracy of the results 

provided by the higher resolution of the 2DN1 structure. Under physiological conditions, the 

heme centers of HbA must exist in the ferrous state to bind molecular O2 [2]. Once O2 is bound, 

the HbA protein environment is highly tuned to stabilize a quasi-ferrous/ferric and O2/superoxide 

resonance structure [22-24]. When O2 is released, the active site is restored to its native ferrous 
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state. However, in highly oxidative environments, it is possible for this process to become 

decoupled and HbA is left with a ferric center no longer capable of binding molecular O2, which 

causes a plethora of medically relevant maladies[18-20]. Compared to a published structure 

cryo-cooled in liquid nitrogen (PDB CODE 2DN1, 1.25 Å resolution)[8] and our control 

structure (PDB CODE 6BB5), we noticed 7 significant changes in the binding mode at the iron-

O2 heme centers. Crystals of HbA immersed in liquid O2 for 20 seconds and 1 minute showed 

significant oxidation at all of the heme centers [Figure 2.1]. In both the α/β-subunits of both 

crystals immersed for 20 second and 1 minute a sizeable increase in the iron-O2 bond length 

(2.1-2.2 Å) and a rounding of the electron density occurred. The longer bond in the new 

structures are similar to aquomethemoglobin with a bond length of 2.2 Å and an identical shape 

in electron density[25]. Thus, we have assigned these sites with a water ligand and believe that 

these heme centers have been oxidized to the ferric state, unable to bind molecular O2. This 

indicates that, upon immersion, liquid O2 can penetrate the crystal and access the heme sites to 

carry out oxidative inactivation of the protein. 

2.3.2 Presence of O2 Channels Indicated by Increased Structural Flexibility 

Compared to 2DN1 and 6BB5, both structures immersed in liquid O2 show only slight 

overall structural differences [Figure 2.7 and 2.9]. This would imply that even under these O2 

saturated conditions, in crystallo, HbA does not undergo any large structural permutations 

deviating away from one of the many forms of R-state (R, R2, RR2, R3)[26]. Since HbA crystals 

were immersed in liquid O2 prior to collection of X-ray diffraction data, it is expected that the 

channels through which the O2 molecule is transported to and from the heme site in HbA would 

be occupied by O2. Unfortunately, due to crystallographic averaging and O2’s propensity to look 

like a water molecule, we could not assign any new O2 binding sites with certainty. Nonetheless, 
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in order to investigate the possibility of intraprotein O2 channels, the local flexibility in the 

structures was evaluated based on their B-factors. The rationale is that the penetration of 

molecular O2 into the channels would induce flexible structural changes inside HbA. In this 

study, refinement of the 2DN1 structure was repeated at 1.54 Å resolution in order to compare all 

structures at the same resolution. B-factors and their differences were plotted by residue for 

structures from crystals immersed in liquid O2 and 2DN1 [Figure 2.2A and 2.2B]. The major 

changes in flexibility are highlighted in the B-factor difference plots. Furthermore, each structure 

was visualized by the B-factor putty preset in PyMOL [Figure 2.3 and 2.8]. Based on these 

analyses, we found that areas with increased B-factors correspond to the locations that have been 

computationally validated as O2 escape routes and molecular O2 rebinding studies[11, 13, 16, 

17]. Moreover, a recent molecular dynamics study has confirmed that the regions postulated to 

be O2 channels show increased flexibility and changes in their Bfactors [17]. More specifically in 

the α-subunit, αAB, αCE, and αGH loops are the main regions that show increased flexibility 

[Figure 2.3]. Interestingly, the αEF loop was also found to have increased flexibility, possibly 

indicating the presence an additional channel [Figure 2.3]. The degree of structural changes in 

these loop regions is correlated with the time of crystals in liquid O2. As time increases, we see 

increasing flexibility in these regions. This suggests that different channels in HbA have a 

variable capacity to transport O2 molecules. For example, the highest Bfactor increase is in the 

αCE loop region on the 20 sec structure. This would allow us to propose that this channel is the 

most utilized channel in the α-subunit. In the 1 min structure, other channel regions start to 

become more flexible, most notably the αEF region. As other channels become saturated, HbA 

seems to adjust the molecular flexibility of the channels in order to accommodate for higher O2 

concentration. In the β-subunit, canonically, only the βEF region has been proposed as an O2 
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channel [17]. Our structures show increased flexibility in this region compared to 2DN1, but the 

βAB and the βDE loop regions also have increased flexibility. Much like the α-subunit, as the 

main βEF channel becomes saturated with molecular O2, other channels start to become more 

flexible in response to the higher O2 concentration. These results could indicate that the channels 

are modulated in order for optimal O2 flow in and out of HbA. The increased flexibility of these 

channels, which could be regarded as opening the channels, is, in this case, specific for HbA’s 

native ligand O2 at high O2 concentrations. We believe that the slight difference in the freezing 

cryo-temperature between O2 and N2 (only around 13 K) does not play a major role in the 

observed increased flexibility. Furthermore, the cryo-stream at the beamline is kept at 100 K, 

which is 10 K higher than the temperature of liquid O2. If temperature played a significant role, 

similar features should also be noted in both of the control structures. While the specific 

mechanism of this channel opening is outside the scope of this study, it is most likely that the 

opening is finely tuned to the size and electronic properties of O2, which is why this is not seen 

in the structures cryo-protected in liquid nitrogen. Furthermore, upon immersion in liquid O2 we 

do not see any secondary oxidation of the protein indicating that the specificity of the channels 

for the native ligand is highly controlled. Upon transfer back into liquid nitrogen for further cryo-

storage and data collection, it is likely that O2 may diffuse out of the channels. During this 

diffusion process, liquid nitrogen might be able to fill these gaps, trapping the rearranged 

portions of the structure revealing the footprint of the channels that were opened in liquid O2. 

Furthermore, it is important to note that this increased flexibility is not noticed in the 

comparative structures of ferric methemoglobin, but increased flexibility was found in similar 

regions of the Xe incorporated hemoglobin structures (data not shown). In addition, the overall 

B-factor trends between 2DN1 (crystallographically a dimer), our structures (crystallographically 
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a tetramer), and other published structures that were crystallographically tetramers (1BBB and 

2W6V) were analyzed to estimate the effects of crystal packing on structural flexibility. Based 

on the correlation coefficient between the datasets, the alpha subunit in our liquid O2 immersed 

structures is most closely correlated to that in the 2DN1 control structure, and the beta subunit 

showed similar correlations throughout all of the structures [Figure 2.10]. Therefore, the 

observed increased flexibility of the protein at proposed O2 channel entrances/exits points could 

not be related to crystal packing. 

2.3.3 Postulated O2 Channels and Cavities 

Using the program Mole 2.0 the tunnels (or channels), pores and cavities were simulated 

and only channels that were connected, or in close proximity, to the heme were kept and 

visualized [Figure 2.4] [27]. It is important to note that the co-crystallization ligand of toluene in 

2DN1 was removed before this simulation. A probe radius of 2.5 Å, an Interior Threshold of 

1.00, a Bottleneck Radius of 1.02 Å, and a Bottleneck Length of 2.52 Å were used in the 

simulation to locate channels. Compared to the control structure we see an increase in the 

channel branching connected to the heme and an increase in the number of channel 

entrances/exits. For our purposes of analysis, an entrance/exit was defined as a channel that was 

leading out of the protein and into the solvent. In the control structure, the number of 

entrances/exits in the α/β-subunit was 4 and 7, respectively. The 20 sec and 1 min structures 

contained 9 and 10 entrance/exits in the α-subunit, respectively, whereas both the β-subunit 

structures contained 8 entrance/exits. Besides an increase in entrances/exits, it was also noted 

that the diameter of the tunnels in the O2 immersed structures appears to have increased. Finally, 

all the loop regions that showed increased flexibility contain a channel connected to the heme, 

indicated by the colored boxes in Figure 2.4. In addition, a larger cavity volume of 17,363.32 Å3 
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and 16,711.02 Å3 are found, respectively, in the 20 sec and 1 min structures, whereas a cavity 

volume of 16,096.22 Å3 is found in 2DN1 (as calculated by Mole2.0 using the abovementioned 

criteria). This would be indicative that the channels in HbA were opened by the liquid O2 in 

crystallo. Furthermore, calculations of Solvent Accessible Surface Area (SASA) (performed with 

PDBePISA http://www.ebi.ac.uk/pdbe/pisa/) were carried out. There is a SASA of 23,950 Å2 , 

and 23,670 Å 2 in the 20 sec and 1 min structures, respectively, and a SASA of 24,710 Å2 in the 

2DN1 control. This decrease in the SASA is consistent with the previous data that the 

hydrophobic channels present in HbA were opened to accommodate the saturating O2 

concentration. 

2.4 Discussion 

Immersing HbA crystals in liquid O2 offers a unique opportunity to study HbA in a 

saturated O2 environment at a cryo temperature—thus keeping the protein from disruptive 

oxidative damage beyond the oxidative conversion of the heme center from ferrous to the ferric 

form. Our experimental results clearly show that liquid O2 can enter the crystal and oxidize the 

heme centers producing aquomethemoglobin. Furthermore, this confirms that the liquid O2 can 

penetrate the protein in a biologically meaningful way. The B-factor analysis of the refined 

structures of crystals immersed in liquid O2 for different lengths of time clearly correlates the 

increased flexible regions to computationally identified O2 entrance/exit channels. Our results 

provided experimental evidence for the presence of these channels. Our data could also indicate 

that these channels are coordinated to adjust the capacity of transporting O2 in and out of HbA 

protein. Finally, using Mole 2.0 we have simulated the possible channels which could be used by 

O2, and have assessed the cavity size and SASA. The analysis confirmed that HbA uses its O2 

channels to modulate the accessibility of O2 into and out of the heme site and that the channels 
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are throughout the entire tertiary structure of the α/β-subunits. If O2 channels regulate O2 binding 

and release, this mechanism may have effects on certain disease states. Using the HbVar 

database, [Table 2.4] we searched for mutations that resulted in a change of O2 affinity—either 

increased or decreased—in the O2 entrance/exit channels. There are 12 and 32 such mutations in 

the α-subunit and the β-subunit, respectively. Furthermore, there are numerous mutations which 

resulted in a medically relevant phenotype, mostly resulting in certain types of thalassemia. 

These findings emphasize the functional importance of the O2 channels. In this report we have 

experimentally validated the presence of O2 channels and their structural relationship to O2 

transport in HbA, which allows further functional studies to be explored for medical 

implications. Also, the novel O2 immersion technique developed in this study can be utilized by 

the greater scientific community as an important tool to examine proteins and enzymes that 

utilize O2 as their native substrate. Most notably as a method for in crystallo rapid freeze quench, 

to potentially trap enzymatic intermediates that use O2, and in other proteins which transport O2. 

 

2.5 Methods 

2.5.1 Protein Purification and Crystallization 

Human hemoglobin was isolated from whole blood and crystallized following the method 

described by Perutz et. al [21]. Whole blood was extracted using 6mL EDTA/k2 vacuette tubes. 

The extracted blood was centrifuged at 5,000 rpm and the supernatant was removed and 

discarded. The pelleted red blood cells were washed via resuspension and pelleting in a 0.9% 

NaCl solution (w/w) four times followed by a single wash with a 1.0% NaCl solution. The cells 

were lysed osmotically by doubling the volume of the sample with double-deionized water 

followed by a 15-minute rest period. The cell lysate was spun at 17,000 rpm in a Beckman JA-
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25.50 rotor for one hour and the supernatant removed and spun for an additional 30 minutes at 

17,000 rpm. The supernatant was then collected and purified using a GE Life Sciences HiPrep 

26/10 desalting column that had been pre-equilibrated with a 10mM ammonium phosphate 

buffer at a pH of 7.0. The eluate containing hemoglobin was dialyzed against a 1.6M phosphate 

buffer that was prepared using a stock comprised of a 5:7 ratio of 4M monobasic sodium 

phosphate to 4M dibasic potassium phosphate with a final pH of 6.7. The dialyzed protein was 

concentrated to 40mg/mL using an Amicon Ultra-15 centrifugal concentrator. The final 

concentration was determined using the known extinction coefficient of 524280cm-1/M [2] at 

414nm in the Soret region of oxyhemoglobin. 100 µL of toluene was added to each of 4 samples 

that contain the components described in [Table 2.3]. Crystals grown at 4 °C appeared after five 

to seven days and were allowed to grow for three weeks prior to experiments of immersing 

crystals in liquid oxygen [Figure 2.5]. Hemoglobin crystals of approximately the same size were 

selected and transferred to a cryoprotectant solution comprised of 20% glycerol in crystallization 

mother liquor. Looped crystals were then immersed in the liquid oxygen for 20 seconds, or 1 

minute and rapidly transferred to a uni-puck submerged in liquid nitrogen. 

2.5.2 Generation of liquid oxygen 

Liquid oxygen was generated using a cold finger apparatus submerged in liquid nitrogen 

[Figure 2.6] that was constructed following a gas condensation protocol described in Vogel’s 

Practical Organic Chemistry [29]. The entire apparatus was purged with oxygen gas to remove 

contaminant gases and moisture prior to oxygen condensation. Oxygen gas was channeled 

through the cold finger, into a one-way gas valve to prevent backflow due to pressure drop 

during liquid nitrogen cooling, and out of a gas bubbler containing water to observe gas flow 

rates. The condensed oxygen was then transferred into a glass dewar that had been pre-chilled 
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using liquid nitrogen. **It should be noted that liquid oxygen is extremely dangerous, should be 

handled with great care, and used only with clean glass containers. Contact with organic 

compounds or metals can result in large fires or explosion.** 

2.5.3 Crystal Structure 

X-ray diffraction data were collected at SER-CAT at the Advanced Photon Source, USA 

on the ID-22 beamline. Data was processed using the XDS package[30]. Molecular replacement 

was performed with the PHENIX suite [31] using maximum-likelihood procedures in PHASER 

and the coordinates from a HbA structure (PDB Code 2DN1, downloaded from the RCSB 

protein data bank) [8] as the search model. Structural refinement was carried out using 

phenix.refine. Modeling coordinates in electron density was performed with Coot [33]. A 

summary of crystallographic data is shown in [Table 2.1 and 2.2]. Figure preparation was 

carried out using PyMOL (v 1.8, Schrodinger) [34]. Theoretical channels were calculated using 

the Mole2.0 GUI [27] and visualized in PyMOL. All of the parameters were left at the default 

except for the Probe Radius (2.5), the Interior Threshold (1.0), the Bottleneck Radius (1.02), and 

the Bottleneck Length (2.52). All cavities, tunnels, and pores were automatically calculated using 

the abovementioned settings. 
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2.6 Figures 

 

 

 

 

Figure 2.1 2mF0-DFc map at 2σn  

2mFo-DFc map reconstruction modeled at 2σ of the alpha and beta subunit active sites, in 

increasing liquid O2 immersion times, with heme and O2/water bound to the heme iron. 
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Figure 2.2 B-factor vs. residue plots for 2DN1 and liquid O2 soaked structures 

The top panel are plots of raw B-factors, while the bottom panel is a difference plot of the B-

factor at each residue subtracted by the respective residue for 2DN1. The figure legend 

represents the structure that was plotted for either the α or β subunits depending on its respective 

panel (either A or B). (A) B-factor/ΔB-factor plots for the α-subunits. (B) B-factor/ΔB-factor 

plots for the β-subunits. 
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Figure 2.3 B-factor putty reconstruction (PyMOL) of the alpha and beta strands, 

respectively, portraying different times of HbA crystals immersed in liquid O2  

The color gradient with blue representing low B-factors and red representing higher B-factors. 

When crystals were immersed in liquid O2, increased B-factors are noted in the regions of the 

proposed O2 escape tunnels, with very little change in the E7(α,β) gate. Each box corresponds to 

the areas of higher B-factors that have been implicated in computational studies as O2 channels. 

The black box signifies the E7-gate, the red box signifies the αCE/βDE loop, the magenta box 

signifies the αAB/αGH/βAB loop, and the brown box signifies the αEF/βEF loop. (For 

interpretation of the references to color in this figure legend, the reader is referred to the Web 

version of this article.) 
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Figure 2.4 Calculated channels constructed with Mole 2.0 GUI and visualized in PyMOL 

Each panel represents a different time point in liquid O2 immersion. All channels are visualized 

in cyan and were calculated using the same parameters in Mole 2.0. Furthermore, channels were 

removed from viewing if they did not contact the heme center, or lead to a channel that came 

into contact with the heme center, as these were deemed biologically insignificant. Each box 

corresponds to the areas of higher B-factors that have been implicated in computational studies 

as O2 channels and also the possible entrance/exit channels in our liquid O2 immersed structures. 

The black box signifies the E7-gate, the red box signifies the αCE/βDE loop, the magenta box 

signifies the αAB/αGH/βAB loop, and the brown box signifies the αEF/βEF loop. (For 

interpretation of the references to color in this figure legend, the reader is referred to the Web 

version of this article.) 

 

 

 

 

 

 

 



68 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2.5 Oxyhemoglobin crystals following a 21 day growth period 
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Gas 

Outflow 

Oxygen 

Condensed LO2 

Figure 2.6 The apparatus used to generate liquid oxygen 

High purity oxygen gas was slowly fed into a cold-finger trap submerged in a 

dewar containing liquid nitrogen. Uncondensed oxygen was channeled through a 

1-way ball valve. The flow then continued into a gas bubbler filled with H2O to 

monitor and optimize gas flow rates for O2 condensation. Gas outflow was then 

vented into a fume hood. 
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Figure 2.7 (A) 2mFo-DFc map modeled at 2σ showing the control structure heme in the R-

state with oxygen bound to a ferrous center in both the α/β-subunits respectively. (B) A 

structural alignment of our control structure and 2DN1, showing that both structures are 

in the R-state with little to no change in the global structures 

 

 

 

 

 

 

 

 

 



71 

 

 

 

 

Figure 2.8 B-factor putty reconstruction of our control structure, with lower B-factors 

presented in blue and higher B-factors gradually going to red 

The control structure, due to the lower resolution, show overall higher b-factors and similar 

trends as 2DN1. However, it is to be expected that there may be some minor difference due to 

the larger inaccuracies in our control structure rather than the more accurate 2DN1 structure. 
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Figure 2.9 Cartoon representation and alignment of the α/β-subunits of all the HbA 

structures solved in this paper 

(PDB: 2DN1 (green), 20 seconds (yellow), and 1 minute (red)). Only slight structural 

fluctuations are noticed throughout the structures, which do not lead to any noticeable deviations 

from the normal Oxy-R state.
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Figure 2.10 Correlation coefficients comparing the B-factor between various structures—

LO2 immersed both 1 minute and 20 seconds, 2DN1, 1BBB (R2-state and tetramer), and 

2W6V (deoxyHbA with Xe) 

The left panel is the alpha-subunit of the 1 minute, 20 seconds, 1BBB, and 2W6V compared to 

the 2DN1 control structure alpha-subunit. The right panel is beta-subunit with the same 

comparisons. Higher correlation coefficients indicate a positive correlation between the B-factor 

trends, while lower correlation coefficients indicate less correlation between the two structures, 

with 0 being no correlation. The left panel shows that the alpha-subunit of LO2 are more closely 

correlated with 2DN1 and right panel shows that the beta-subunit is uniformly correlated 

throughout all of the structures, indicated that the B-factor differences are not due to crystal 

packing.   
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Table 2.1 Crystallographic Data and Refinement Statistics  
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Table 2.2 Crystallographic Data and Refinement Statistics of Our Control 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6BB5

Wavelength (Å) 1

Resolution range (Å)
51.75  - 2.28 

(2.362  - 2.28)

Space group P 41 21 2

Unit cell
53.73 53.73 192.29 

90 90 90

Total reflections 366351 (34841)

Unique reflections 13363 (1200)

Multiplicity 27.4 (27.3)

Completeness (%) 95.88 (89.75)

Mean I/sigma(I) 38.60 (7.04)

Wilson B-factor 27.27

R-merge 0.09305 (0.5814)

R-meas 0.09479 (0.5924)

R-pim 0.01785 (0.1112)

CC1/2 0.999 (0.955)

CC* 1 (0.988)

Reflections used in refinement 13116 (1200)

Reflections used for R-free 1312 (120)

R-work 0.2050 (0.2236)

R-free 0.2423 (0.2690)

CC(work) 0.939 (0.890)

CC(free) 0.909 (0.828)

Number of non-hydrogen atoms 2359

  macromolecules 2160

  ligands 90

  solvent 109

Protein residues 286

RMS(bonds) 0.006

RMS(angles) 0.66

Ramachandran favored (%) 97.14

Ramachandran allowed (%) 2.14

Ramachandran outliers (%) 0.71

Rotamer outliers (%) 1.76

Clashscore 4.49

Average B-factor 30

  macromolecules 29.75

  ligands 32.09

  solvent 33.24
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Table 2.3 Crystallization conditions recreated from the paper of Perutz et. al. 

 

   

  

*Crystals appeared after 5-7 days and were harvested after 21 days for soaking experiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tube 
Number 

Final molarity of 
mother liquor 

mL 4 M 
Phosphate 
buffer stock 

mL DDI 
H2O 

mL of 40 
mg/mL Hb in 
1.6M comb. 
phosphate 
buffer 

1 2.65 M 2.25 mL 0.75 mL 1.0 mL 

2 2.55 M 2.15 mL 0.85 mL 1.0 mL 

3 2.45 M 2.05 mL 0.95 mL 1.0 mL 

4 2.35 M 1.95 mL 1.05 mL 1.0 mL 
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Table 2.4 HbA Variants with Changed O2 Affinity in Entrance/Exit Regions 
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3 THE MDM2 RING INHIBITORS INULANOLIDE A AND MA242 SHARE A 

CONSERVED BINDING SITE 

3.1 Abstract 

The murine double minute 2 (MDM2) protein is an oncogenic E3 ubiquitin ligase which 

shows upregulated expression in numerous cancers. MDM2 contributes to cancer cell 

proliferation and metastasis primarily by promoting degradation of the tumor suppressor protein 

p53 together with its other p53 independent functions. Previous experiments have identified 

compounds Inulanolide A and MA242 as dual NFAT1-MDM2 inhibitors to inhibit cancer 

growth. Both Inulanolide A and MA242 have been shown to bind the MDM2 RING domain, but 

their exact mechanism of action is still not fully understood. In this work, crystal structures of 

Inulanolide A and MA242 in complex with the MDM2 RING domain were determined to a 

resolution better than 1.7 Å. The sidechain and backbone interactions were identified in the 

inhibitor binding site within the MDM2 RING domain. Tyr489 is the essential residue that binds 

the inhibitors via hydrophobic interactions. Autoubiquitination rates of the MDM2 RING domain 

by an E2 ligase were modestly reduced by these inhibitors. The results suggest that shielding 

residue Tyr489 inhibits ubiquitination of MDM2 substrates such as p53, but still allows the 

MDM2 RING domain to be autoubiquitinated, leading to MDM2 degradation. 

3.2 Introduction 

The tumor suppressor p53 is commonly referred to as the “Guardian of the Genome” due 

to its role in repairing DNA damage and preventing cancer formation [1, 2]. In healthy cells that 

experience potentially mutagenic stress, p53 will become activated and arrest the cell cycle while 

also promoting the transcription and implementation of reparatory signaling cascades [3]. This 

activation occurs in two stages, with the first stage resulting in an increased intracellular 
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concentration of p53 and the second stage activating p53 dependent transcription following the 

phosphorylation of its N-terminal domain [4]. In the event that activation levels are sustained or 

reach a critic threshold, p53 will induce apoptosis [5]. In order to prevent undesirable runaway 

signaling reactions, the intracellular and intranuclear concentration and level of p53 activation 

are meticulously regulated [6]. Regulatory mechanisms rely heavily upon ubiquitination signals 

for nuclear export, sequestration, and proteolytic degradation [7]. When the regulation or activity 

of p53 within the cell is disrupted, catastrophic gene mutation and uncontrolled replication can 

occur often leading to cancer; mutations of the TP53 gene coding for p53 isoforms represent the 

single most ubiquitous mutation in cancer cells with frequency occurring at the highest rates (38-

50%) in ovarian, lung, colorectal, esophageal, prostate, and breast cancers [8]. 

A key p53 regulatory protein found within cells is the murine double minute 2 (MDM2) 

E3 ubiquitin ligase, which facilitates both the shuttling of p53 out of the nucleus and its 

proteolytic degradation via ubiquitin transfer. Under normal conditions the MDM2 protein is 

maintained at a constant baseline level, but its expression is upregulated by p53 gene 

transcription in a negative feedback manner [9]. In many cancers the MDM2 protein is 

overexpressed; this results in disruption of the control mechanisms that keep an increased p53 

concentration within the nucleus and cytosol [10, 11]. The MDM2 protein is comprised of four 

domains: an N-terminal p53 binding domain, central acidic and zinc-binding domains, and a C-

terminal RING [12]. Ubiquitin transfer via MDM2 RING mediation to p53 will signal nuclear 

export with monoubiquitination and proteasomal degradation with polyubiquitination [13, 14].  

Compounds exhibiting an inhibitory effect on p53-MDM2 interactions and ubiquitin 

transfer have been shown to function as tumor suppressants in cancer cell lines [15]. In previous 

publications, Qin et. al. and Wang et. al. identified a dimeric sesquiterpenoid natural product 
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Inulanolide A (InuA) found in Inula brittanica and compound MA242 as inhibitors of both 

MDM2 and the transcription factor NFAT1 (Nuclear factor of activated T-cells 1) [16,17, 18]. A 

strong affinity specifically for the MDM2 RING domain (A.A. 419-491) was demonstrated in 

pulldown assays using biotinylated InuA and MA242 [17, 18]. Additionally, MA242 was also 

shown to enhance the proteasome degradation of intracellular MDM2 in an NFAT1 independent 

manner [18]. Inhibition of NFAT1 downregulates the expression of the mdm2 oncogene in a p53 

independent manner (Figure 3.1). These effects were found to demonstrate profound anticancer 

effects in vitro and in vivo [18, 19]. This observed dual inhibition by small molecules makes 

them promising anticancer agents targeting the NFAT1-MDM2-p53 signaling network. 

In order to understand the InuA and MA242 mechanisms of action and allow for potential 

structure-based drug design, more detailed knowledge about how inhibitors interact with 

sidechains and backbones of key residues in the binding site is essential. Previous structural 

studies by X-ray crystallography have provided an initial framework to experimentally examine 

binding interactions of the inhibitors with the MDM2 RING domain [19]. This work seeks to 

bridge the current gap between cellular studies and protein structures to provide a more detailed 

view of the mechanism of action by these potentially therapeutic compounds. 

3.3 Results 

3.3.1 Inulanolide A binds to an exposed hydrophobic region of the MDM2 

RING C-terminus 

Crystals of the MDM2 RING domain were grown using the described method. The poor 

solubility and bulky structure of InuA mandated long soaking times. Incorporation of InuA was 

only achieved by the transfer of crystals into an stock solution comprised of the crystallization 

well solution, 20% MPD, 10% DMSO and 10 mM InuA over a 5-day period. X-ray diffraction 
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data were collected to a resolution of 1.48 and 1.56 Å for native and InuA soaked crystals, 

respectively, and a piece of extra electron density was observed in proximity to the C-terminus of 

a single MDM2 RING chain when the structure of the InuA soaked crystal was compared with 

that of the native crystal. Statistics for both diffraction data and structural refinement can be 

found in [Table 3.1].  The extra density is positioned over residue Tyr489 [Figure 3.2]. Binding 

of additional InuA molecules was not observed at the other three potential sites in the subunits 

within the asymmetric unit, which may be due to a lack of accessibility resulted from the tight 

crystal packing at the other three interfaces.  

The structure of InuA and the MDM2 RING domain complex reveals that the primary 

binding mode is though interactions with an exposed hydrophobic region of the MDM2 RING 

homodimer [Figure 3.3].  The sidechain of Tyr489 rests approximately 3.3 Å beneath the center 

of the InuA structure comprised of a fused tetrahydrobenzofuran/cyclohexene-cyclohepta-furan 

moiety. This distance falls into the ideal range of van der Waals interactions [32]. Analogs 

retaining the structural moiety of cyclohexene-cyclohepta-furans also possess strong antitumor 

activities targeting MDM2 [17]. Sidechains of Asn447 and Phe430 and Pro431 of the other 

subunit in the MDM2 RING dimer contribute to hydrophobic interactions with the terminal furan 

in InuA. An additional hydrophobic pocket is also formed by Phe490 and Pro491 allowing for 

further hydrophobic interfacing with InuA. A noteworthy hydrogen bond is formed between the 

sidechain of His457 from the adjoined MDM2 subunit and the oxygen atom in the furan of the 

tetrahydrobenzofuran at a distance of 3.10 Å from N to O. 

3.3.2 MA242 Shares a binding site with Inulanolide A 

X-ray diffraction data were also collected to 1.68 Å resolution from crystals soaked with 

10 mM MA242. Incorporation of MA242 was also facilitated using the method described for 
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InuA. Statistics on X-ray diffraction data and structural refinement are also found in [Table 3.1]. 

In comparison with the native structure, a piece of extra density was also observed in the same 

region as in the InuA-MDM2 structure, with some subtle differences resulted from differences in 

the molecular structures [Figure 3.4]. The primary binding mode is also from a central 

hydrophobic/π-stacking interaction between the sidechain of Tyr489 and the 

dihydropyrroloquinolin and chlorobenzene groups of MA242 [Figure 3.5]. The sidechain of 

Thr455 from the adjoined subunit in the MDM2 RING dimer has hydrophobic interactions with 

the chlorobenzene ring. On the other end of MA242, sidechains of Pro491 and Asn433 from the 

adjoined subunit has hydrophobic or π-NH2, respectively, interactions with the aryl component 

of the tosyl moiety. Hydrogen bonds are formed between the mainchain amide nitrogen of 

Phe490 and the sulfonamide branching from the core of MA242, as well as the non-Zn-

coordinated His457 sidechain nitrogen with the dihydropyrroloquinolin keto group of MA242.  

3.3.3 Autoubiquitination assays with Inulanolide A and MA242 display 

inhibitory effects 

Autoubiquitination assays were performed on the GST-tagged MDM2 RING domain to 

examine the effects on ubiquitin transfer. UBA1 and UbcH5B were utilized as the E1 and E2 

ligases, respectively. Fluorescein-labeled ubiquitin transfer to GST-MDM2 RING protein was 

observed at multiple timepoints. In the SDS-PAGE gel, the fluorescence intensity in the bands 

ranging between 40-100 kDa was reduced when inhibitors were included. Monoubiquitin MDM2 

RING conjugates appeared at 43.5 kDa with di- and polyubiquitination as laddered bands 

ranging from 53 to 100 kDa [Figure 3.6A, 3.10]. In the presence of both InuA and MA242, 

autoubiquitination was reduced modestly (~32.8 and 27.8%) when compared to a DMSO control 

[Figure 3.6B].  
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3.4 Discussion 

The C-terminal region of the MDM2 RING domain is essential for the E3 activity of 

MDM2 towards p53 and other downstream targets [23]. C-terminally truncated mutants of the 

MDM2 RING domain demonstrate a loss of nearly all activity when examining the mediation of 

ubiquitin transfer to p53 [24]. Additionally, substitution of Tyr489 or Phe490 with non-aryl 

amino acids both demonstrated little to no E3 activity towards p53 [23], suggesting that these 

sidechains must play an essential role in the delivery of the ubiquitin by the E2-Ub-MDM2 

ternary complex. Examination of MDM2 RING dimer structures provides some insights into the 

roles of these sidechains. Phe490 seems to be utilized primarily for the formation of the 

hydrophobic dimerization interface within the MDM2 RING domain, while Tyr489 extends 

outwards towards a solvent accessible region making its role in E3 activity seem significantly 

more nuanced [Figure 3.7]. In the ternary complex determined by Magnussen et. al. [PDB ID: 

6SQR, [21]] the Tyr489 sidechain is located adjacent to the epitope of the E2-Ub with the 

MDM2 RING domain. Upon determining the localization of inhibitory compounds to this 

hydrophobic region it does not seem surprising that they act as inhibitors owing to presumable 

steric hinderance of ternary complex formation [Figure 3.8 and 3.9]. Both small molecules 

occupied a region in which the C-terminus of the E2-conjugated ubiquitin α-helix (Ub residues 

31-36) resides spatially. In spite of these structural observations, the exact mechanism of 

inhibitory actions cannot be ascertained by examining the structure alone and biochemical 

experiments that were performed aided in the substantiation of potential effects. Mechanistically 

the MDM2 RING domain possesses E3 ligase activity against both target proteins and itself in 

the form of autoubiquitination. Potential disruption of ternary complex formation occurring in 

solution with the inclusion of InuA and MA242 should be observable by a reduction in ubiquitin 
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transfer to the MDM2 RING domain. Autoubiquitination assays demonstrated an approximately 

30% reduction in overall ubiquitination of GST-tagged MDM2 RING protein in the presence of 

inhibitors. This data combined with observed binding modes of InuA and MA242 suggests that 

the primary mechanism of their inhibitory activity is through disruption of ternary complex 

formation with coupled E2 transferases. Autoubiquitination of MDM2 has been demonstrated to 

enhance its E3 activity towards p53 so disruption of this mechanism is a promising target for 

drug development [24]. Proximity of the binding site to the S429E substitution further 

substantiates the observed effects as phosphorylation of Ser429 has been shown to enhance 

autoubiquitination by stabilization of this interface without steric disruption [21].  

 

3.5 Methods 

3.5.1 Protein Expression and Purification 

The MDM2 RING domain construct (422-C-S429E/G443T-491) was cloned into the 

pGEX-6p-1 vector containing an N-terminal GST-tag and a mutated TEV protease cleavage 

sequence by PCR. Cloned fragments were verified by DNA sequencing (Eurofins Genomics). 

GST-MDM2 RING domain (422-C-S429E/G443T-491) was expressed in BL21 Rosetta (DE3) 

E. coli cells (Novagen). Cells were grown in 2X-YT media at 37°C to an OD600nm of 0.6 and 

expression induced with 0.5mM IPTG at 18°C for 16 hours. Cells were harvested following 

pelleting by centrifugation. Cells containing the expressed fusion protein were suspended in 

buffer containing 25mM TRIS-HCl, pH 7.6, 0.4M NaCl, and 1mM DTT as described by 

Magnussen et. al. [19]. The suspension was stirred for 1 hour on ice and then treated with 2.5mM 

PMSF. Cells were lysed by sonication and cell debris pelleted by centrifugation. Clarified lysate 

was loaded onto a 5mL GSTrap HP column (GE Healthcare). Protein was eluted using wash 
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buffer containing 25mM TRIS-HCl, pH 7.6, 0.4M NaCl, 1mM DTT, and 10mM reduced 

glutathione and treated overnight with a 1:10 stoichiometric ratio of TEV protease. Cleaved 

protein was diluted to an NaCl concentration of 175mM using 50mM TRIS-HCl, pH 7.6 and 

purified by ion-exchange chromatography using a 1mL HiTrap SP HP column (Cytiva) followed 

by gel-filtration purification on a HiLoad Superdex 75 16/60 column (GE Healthcare) pre-

equilibrated with the aforementioned lysis buffer. Fractions containing purified MDM2 RING 

domain were examined by SDS-PAGE to confirm purity and pooled prior to use in 

crystallization experiments. For autoubiquitination experiments the GST-MDM2 RING fusion 

protein was left uncleaved and purified solely by GSTrap and HiLoad Superdex 75 columns. 

3.5.2 Crystallization  

The cleaved MDM2 RING domain construct containing a retained N-terminal serine 

residue from the TEV protease sequence (422-Cat-S429E/G443T-491) was concentrated to 

11mg/mL and crystallized by hanging drop vapor diffusion at 23ºC in a 1:1 mixture with well 

solution containing 0.1M HEPES pH=7.5, 200mM NaCl, and 25% PEG3350. Crystal formation 

was observed over 1 to 3 days. After initial growth, crystals were transferred to a cryoprotectant 

solution containing 0.1M HEPES pH=7.5, 200mM NaCl, 25% P.E.G. 3350, 20% MPD, and 10% 

DMSO (control structure)/DMSO stock solution (100 mM stock, 10 mM final conc.) of InuA or 

MA242. Crystals were incubated in the presence of solely DMSO or DMSO/compound for 5 

days prior to flash cooling in liquid nitrogen. 

3.5.3 Autoubiquitination Assays 

Autoubiquitination assays were carried out using a protocol derived from the work of 

Magnussen et. al. [21] with minor modifications to increase reaction times. In short, UBA1 (0.2 

µM), UbcH5B (2.5 µM), and fluorescein-labeled ubiquitin (25 µM, Flr-Ub, Enzo Biosciences) 
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were incubated for 30 minutes in buffer containing 50 mM Tris-HCl pH 7.0, 50 mM NaCl, 5 

mM MgCl2, and 5 mM ATP to precharge the E2 ligase with Flr-Ub. 10x GST-MDM2 RING 

protein solutions containing DMSO or DMSO/compound were added yielding final reaction 

concentrations of 0.5 µM GST-MDM2, 0.05% DMSO, and 50 µM inhibitor. Experimental 

timepoints were obtained by quenching reaction aliquots with SDS-PAGE loading dye 

containing 400mM DTT at 1 minute intervals. All reactions utilized for data acquisition were 

performed in triplicate. Reaction aliquots were run on 10% acrylamide SDS-PAGE gels and 

imaged using a BioRad ChemiDoc MP imaging system [uncropped SDS-PAGE gels are shown 

in Figure 3.10]. Fluorescence intensity of mono- and polyubiquitinated GST-MDM2 RING 

protein was quantified using ImageJ software [25] and plotted using Microsoft excel.  

3.5.4 X-ray Data Processing and Analysis 

X-ray diffraction data were collected at SER-CAT at the Advanced Photon Source, USA 

on the ID-22 beamline. Diffraction images were initially processed using XDS and data 

reduction conducted using Aimless in the data reduction CCP4i2 suite [26,27]. Molecular 

replacement was performed with PHENIX [28] using maximum-likelihood procedures in 

PHASER-MR and the coordinates from the MDM2 RING structure (PDB Code 6SQP, 

downloaded from the RCSB protein data bank) [21] as the search model. Structural refinement 

was carried out using phenix.refine. Modeling of coordinates in electron density was performed 

with Coot [29]. A summary of crystallographic data is shown in [Table 3.1]. Figure preparation 

was carried out using PyMOL (v 1.8, Schrodinger) [30]. 2D ligand binding figures were 

generated using the LigPlot+ software [31]. 
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3.6 Figures 

 

Figure 3.1 Intracellular effects of InuA and MA242 

Both InuA and MA242 have demonstrated inhibitory effects on 1) Transcription of the mdm2 

oncogene by NFAT1 2) Intranuclear MDM2 RING E3-mediated transfer of ubiquitin to p53 3) 

MDM2 RING E3-mediated polyubiquitination of p53 resulting in sequestration and proteolysis. 

Inhibition of MDM2 within the nucleus (2) and the cytosol (3) may prevent the disruption of 

cellular functions of p53 
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Figure 3.2 2mF0-DFc map of the inulanolide A soaked structure at 0.5σ 

A top down view of the InuA binding site located ~3 Å above Tyr489 of chain A in homodimer 

1 of the asymmetric unit. 
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Figure 3.3 Interactions of InuA with the MDM2 RING homodimer  

A) The molecular structure of inulanolide A B) Localized surface electrostatics of the 

homodimer structure. Inulanolide A is shown in ball and stick and curves along a distinguished 

solvent-exposed hydrophobic stretch C) Ligplot+ 2D binding diagram displaying key amino acid 

contacts comprising the binding site of the small molecule. Hydrogen bonding with the 

imidazole nitrogen of His457 from chain B of the homodimer is observed at a distance of 3.1 Å. 

D) InuA localization at the interface of the MDM2 RING (InuA (light blue) homodimer chain A 

(green) and chain B (orange)). Residue Tyr489 is labeled. 
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Figure 3.4 2mF0-DFc map of the MA242 soaked structure at 0.5σ 

A top down view of the MA242 binding site located 3.4 Å above Tyr489 of chain A in 

homodimer 1 of the asymmetric unit. 
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Figure 3.5 Interactions of MA242 with the MDM2 RING homodimer 

A) The molecular structure of MA242 B) Localized surface electrostatics of the homodimer 

structure. MA242 is shown in ball and stick and also curves along the exposed C-terminal 

hydrophobic stretch C) Ligplot+ 2D binding diagram displaying key amino acid contacts 

comprising the binding pocket of the small molecule. Hydrogen bonding with the imidazole 

nitrogen of His457 from chain A and the backbone amide nitrogen of Phe490 from chain C of 

the homodimer are observed at a distance of 3.22 and 2.99 Å respectively. Additional contacts 

occurring are primarily hydrophobic interactions. D) MA242 localization at the interface of the 

MDM2 RING (homodimer chain A (green) and chain C (orange)). Residue Tyr489 is labeled. 
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Figure 3.6 Effects on autoubiquitination activity in the presence of MA242 and InuA 

A) Reduced SDS-PAGE showing auto-Flr-ubiquitination of GST-MDM2-422-C-S429E/G443T-

491 by UbcH5B E2 ligase in the presence of DMSO (control) and inhibitor compounds at 50 

µM. Monoubiquitination bands appear at 43.5 kDa with di- and polyubiquitination appearing 

directly above as laddered bands. Fluorescein-labeled ubiquitin conjugation increases the 

substrate molecular weight by an additional 9.5 kDa per conjugation. B) Relative levels of 

ubiquitination following peak integration at 3 minutes reaction time. Reactions were performed 

in triplicate and uncropped gels are shown in Figure 3.10. 
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Figure 3.7 Intramolecular interactions of Tyr489 and Phe490 within the MDM2 RING 

Homodimer 

Tyrosine 489 (light blue) extends outwards into the solvent accessible area on the exterior of the 

MDM2 RING homodimer with orientation directed by hydrophobic interaction with an adjacent 

isoleucine residue. Phenylalanine 490 (light green) extends inwards and interacts with the 

mirrored phenylalanine residue of the conjoined MDM2 RING monomer in a large hydrophobic 

pocket comprising the core of the dimeric interfacial structure.  
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Figure 3.8 Steric disruption of UbcH5B-Ub with MDM2 RING Domain by InuA 

InuA-bound MDM2 RING domain (teal) alignment with the previously determined UbcH5B-

Ub-MDM2 RING structure (grey, 6SQR, [21]). The C-terminus of ubiquitin helix 1 (residues 31-

36, red) occupies the same region as the determined binding site of InuA.  
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Figure 3.9 Steric disruption of UbcH5B-Ub with MDM2 RING Domain by MA242 

MA242-bound MDM2 RING domain (slate) alignment with the determined UbcH5B-Ub-

MDM2 RING structure (grey, 6SQR [21]). The C-terminus of ubiquitin helix 1 (residues 30-36, 

red) occupies the same coordinates as the determined binding site of MA242. Presumable steric 

disruption of ternary complex formation is observed. 
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Figure 3.10 Uncropped and unsplit autoubiquitination assay gels 

Reduced SDS-PAGE gels of autoquitination trials 1-3 (A, B, C). Lanes left-to-right: ladder, lanes 

1-4 are DMSO control at 5, 60, 120, and 180 second time points, 5-8 and 9-12 are identical 

reactions containing 50 µM MA242 and 50 µM InuA respectively.  

 

 

 

 

 

A B 

C 



101 

Table 3.1 X-ray Diffraction and Refinement Statistics for MDM2 RING structures 

 

 

 

 

 

 

MDM2 422-C-S429E/G443T-
491 Native 

MDM2 422-C-S429E/G443T-491 
MA242 

MDM2 422-C-S429E/G443T-
491 InuA 

Space Group P1 21 1 P1 P1 21 1 

Cell Dimensions    

      a, b, c (A) 29.29, 39.832, 103.171 29.351, 39.794, 52.095 29.145, 39.618, 102.656 

      α,β,γ (o) 90, 94.019, 90 84.438, 85.878, 89.981 90, 94.111, 90 

Resolution (A) 31.44-1.48 (1.53-1.48) 30.07-1.68 (1.74-1.68) 31.33-1.56 (1.62-1.56) 

Rmerge (%) 8.313 (39.91) 7.392 (38.5) 5.587 (29.33) 

I/σI 12.74 (3.89) 8.53 (2.40) 19.39 (4.85) 

Completeness 
(%) 98.25 (99.02) 96.27 (94.82) 99.68 (99.67) 

Multiplicity 4.9 (5.0) 2.7 (2.7) 3.6 (3.6) 

CC (1/2) 0.998 (0.942) 0.996 (0.861) 0.999 (0.936) 

Wilson B (A2) 11.82 19.14 11.23 

    

Refinement    

Resolution 31.44-1.48 30.07-1.68 31.33-1.56 

No. of 
reflections 191283 (19875) 68936 (6947) 122160 (12127) 

Rwork/Rfree 0.1620/0.1903 0.1577/0.1885 0.1525/0.1852 

No. of atoms 2275 2228 2326 

Protein 2031 2026 2052 

Ligand/ion 12 60 98 

Water 232 162 223 

B factors    

Protein 18.19 28.49 17.14 

Ligand/ion 15.27 68.4 59.46 

Water 27.41 32.04 24.51 

R.m.s. 
deviations    

Bond lengths (A) 0.009 0.012 0.01 

Bond angles (o) 1.02 1.18 1.05 

Ramachandran    

Favored (%) 95.22 95.2 94.14 

Outlier (%) 0 0 0 
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4 STRUCTURAL INSIGHTS INTO THE DYNAMIC REGULATORY MECHANISMS 

OF THE TRANSCRIPTION FACTOR PU.1 

4.1 Abstract 

Transcription factors containing an ETS-family DNA binding domain typically recognize 

a core consensus containing a canonical 5’-GGA(A/T)-3’ sequence motif. Divergence of ETS-

family member localization within the genome is observed with variability in flanking sequences 

through mechanisms which are not fully understood. An essential ETS-family transcription 

factor, PU.1, demonstrates these classical characteristics and represents a useful model for 

probing the effects of flanking sequence variability on binding tunability. Herein we examine the 

structural observations from altered flanking sequences at a dramatically improved resolution 

from previously determined structures. 

4.2 Introduction 

Transcription factors constitute a significant functional component of the eukaryotic 

proteome. Present in virtually all human tissue types, transcription factors comprise ~6% of 

expressed genes [1]. As DNA-binding proteins, their DNA sequence selectivity, displayed as 

“motifs,” represents core attributes in our knowledge base of transcription factors [2]. The 

binding motifs of transcription factors, for which comprehensive catalogs have been curated, are 

indispensable for the bioinformatic assignment of non-protein-coding sequences. At the same 

time, motif matching with factor-enriched sequences in ChIP-seq data [3] establishes the general 

importance of intrinsic target specificity in transcription factor function in vivo [4]. The structural 

origins of the DNA sequence preferences of transcription factors [5], as primarily embodied by 

their DNA-binding domains (DBDs), therefore remain fundamental to our understanding of gene 

regulation.  
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A long-standing challenge in transcription factor/DNA recognition is posed by the 

selectivity mechanisms of proteins harboring DBDs that are highly structurally homologous. The 

ETS family of transcription factors, of which 28 members are expressed in every major tissue of 

humans, has been an important model for this problem [6-8]. All ETS proteins share a winged 

helix-turn-helix (wHTH) DBD of ~85 residues, known as the ETS domain [9]. At a gross level, 

ETS domains are tightly conserved in structure. In site-specific complexes, the ETS domain 

inserts a recognition helix (H3) into the DNA major groove harboring the core consensus 5’-

GGA(A/T)-3’ while making additional backbone-mediated contacts with sequences flanking 

both ends of the consensus. The variations in the flanking sequences of ETS-binding motifs are 

important because they serve as the basis of categorization of ETS family members into four 

classes, I to IV [7].  

To date, the mechanisms of flanking sequence discrimination by ETS proteins remain 

enigmatic. In many structures of ETS/DNA complexes, contacts along the interface are markedly 

segmented, where flanking bases in many structures are bound via backbone phosphate or sugar 

contacts. This feature has suggested an indirect readout mechanism in which the DNA senses the 

sequence-dependent propensity of DNA conformation [10]. While this interpretation dovetails 

with the currently favored emphasis in DNA shape [11], structural definition of this propensity 

remains elusive. Moreover, several co-crystallographic (4MHG, of ETV6) and solution NMR 

structures (2STW, of Ets-1) of ETS members show evidence of contact with flanking 

nucleobases. These examples of direct readout at flanking positions involve residues near the 

transition of H3 and a preceding loop (an extended turn in wHTH). In the NMR structures, the 

sidechains of these residues are notably dynamic, exhibiting various conformations that 

alternately contact a 5’-flanking nucleobase or avoid DNA altogether. These features, together 
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with the absence of a viable indirect readout mechanism, prompted us to ask whether dynamic 

direct readout might serve as the mechanism of flanking sequence selection. To this end, an 

attractive model is PU.1/Spi-1, a Class III ETS-family member that exhibits distinct preferences 

for 5’-flanking sequences from the vast majority of its ETS relatives found in Classes I and II.  

PU.1 was the first ETS domain to be co-crystallized with a sequence-specific DNA [12]. 

While a landmark structure [13] (1PUE), the protein carried a Gln → Glu point mutation  at 

murine residue 228 (human residue 226) in the recognition helix, precisely the same 

neighborhood where direct readout of the 5’-flanking region has been implicated. PU.1 and the 

other class III ETS members (Spi-B and Spi-C) are indispensable regulators of hematopoiesis 

and immunity [14-17] and are the targets of molecular lesions in an array of hematologic 

malignancies [18-22]. Since this Gln residue represents a class III-restricted evolutionary 

difference in the recognition helix, which is the most conserved primary structure among ETS 

proteins throughout the metazoan [23], the unfortunate mutation in 1PUE risked obscuring our 

understanding of site selection by this biologically significantly sub-family. To resolve the role 

of this Gln in flanking sequence selection, we therefore re-examined the DNA-bound complex. 

We co-crystallized the sequence-corrected ETS domain of human PU.1 (which is identical to the 

murine ortholog) with high-affinity and low-affinity DNA targets containing the 5’-GGA(A/T)-

3’ sequence [24], with a view of maximizing the potential for capturing direct readout. These 

new co-crystallographic structures of PU.1/DNA, which were both solved to a resolution of 1.28 

Å, unveiled how PU.1 recognized a highly preferred flanking sequence by direct readout via its 

native loop-H3 Gln residue (human position 226). The dynamic nature of this selection was 

evaluated at high resolution by molecular dynamics (MD) simulations of models templated to the 

new co-crystal structure. 
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4.3 Results 

4.3.1 Characteristics of the New High-Affinity PU.1/DNA Co-crystal 

Structure 

The high-affinity DNA complex of human ETS domain of PU.1 (HA) yielded crystals that 

diffracted to a resolution of 1.28 Å [Table 4.1]. With a Wilson B-factor of 17.4 Å², the present co-

crystal was significantly more ordered and better resolved than the previous structure (1PUE) at 

2.10 Å and a Wilson B-factor of 26.0 Å². The high resolution of the data permitted the mapping of 

788 out of 1,117 nominal hydrogens during crystallographic refinement [Figure 4.1A]. 

Comparison of the crystallographic B-factors showed significantly narrower distributions for our 

structure relative to 1PUE, with similar median B-factors and spatial distributions for both 

structures [Figures 4.1B and 4.6]. 

Although we had designed the DNA sequence with identical length and two-nucleotide 

Watson-Crick (WC) overhangs as reported for 1PUE [12], the DNA termini in the determined 

structures formed crystal contacts with adjacent DNA as short triplexes instead [Figure 4.1C]. 

Each triplex consisted of a triple stack of WC pairs from one complex interacting in the major 

groove with a third base from the other complex. The most distal base triplet exhibited canonical 

Hoogsteen base pairing of the AT*T type. The terminal protruding nucleotide (dT32) was 

displaced and crystallographically unresolved. Importantly, positions contacted by protein 

remained well-behaved as evidenced by canonical WC base-pairing and characteristic glycosidic 

torsion angles for B-form DNA duplexes in single crystals [Table 2.2]. In addition, upon alignment 

of the protein with its counterparts in 1PUE, the residual RMSD between backbone DNA atoms 

at corresponding protein-contacted base positions (which were different sequences) were only 0.8 
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and 1.1 Å, respectively [Figure 4.6A]. This close alignment indicated that the PU.1-bound DNA 

site was not significantly perturbed by the terminal triplexes. 

To further establish that our structure represented an improved co-crystallographic model 

of the high-affinity PU.1 ETS/DNA complex, we compared the structures of the DNA-bound 

proteins. Following crystallographic refinement, the backbone heavy atoms of the high-affinity 

structure and the two copies in the 1PUE asymmetric units aligned to 0.26 Å. Over 90% of the ψ 

and ϕ backbone dihedral angles were within 10% in value, reflecting a structural core that was 

robust to crystallization conditions [Figure 4.6B]. We note that the asymmetric unit in 1PUE 

consisted of two conformationally non-equivalent complexes. Residues in our structure which 

lacked agreement with both 1PUE complexes were found only in the first and last few terminal 

residues (Figure 1C). Notably, the C-terminal end of the resolved primary structure exhibited well-

defined albeit short helical structure (residues 254 to 258), which was not recognized as such in 

1PUE. This short helix H4 was also observed in the unbound NMR solution structure of the murine 

PU.1 ETS domain (5W3G), supporting its postulated existence in the canonical motif of ETS 

domains in general [9], and marking the transition point for the C-terminal intrinsic disordered 

region. 

Turning to the sidechains, we compared the sidechain dihedral angles of our structure and 

those of 1PUE [Figure 4.7A]. Residues exhibiting the most divergent conformations are found 

near crystal contacts, which were different between the two co-crystals. In our crystals, contacts 

were primarily mediated by a patch on the protein surface formed by helices H1, H2, and the short 

intervening elements. A minor crystal contact is made by the C-terminus of the recognition helix 

H3. [Figure 4.7B]. An interesting feature was observed in H2 at residue R212, which adopted two 

alternative conformations at approximately equal (45%:55%) occupancies. Both conformations 
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were engaged in a salt bridge with D184 (1.7 Å and 2.5 Å), suggesting two presumably iso-

energetic states. In 1PUE, different packing in the co-crystal resulted in the two corresponding 

residues being spaced 5 Å apart. In addition to crystal packing, several “wing” residues (around 

S3/S4) contacting core-flanking DNA bases, which differ from 1PUE, exhibit variations in 

sidechain conformations between the two models. 

To complete our validation, we compared the hydration patterns in the high-affinity and 

1PUE structures in order to determine the conservation of ordered water molecules in the two co-

crystals. We identified, following alignment of the DNA-bound proteins, overlapping water 

molecules among the high-affinity structure and both non-equivalent complexes in 1PUE 

[Figure 1D].  At a cutoff deviation of 1.4 Å (the radius of a water molecule) among the three 

models, we identified 16 overlapped waters, 14 of which share hydrogen bond-competent 

geometry with both (i.e., bridging) protein and DNA. More stringent cutoffs were met at 0.7 Å 

(11 water) and 0.35 Å (2 water) by these bridging water molecules. Considering the different 

crystallization conditions and packing between the two co-crystals, we conclude that these 

interfacial water molecules reflected the intrinsic hydration preferences of PU.1 and represented 

the most stable members of the thermodynamic ensemble that is detectable in solution by 

osmotic pressure experiments [26, 37-39]. 

4.3.2 An Evolutionarily Divergent Glutamine Residue Integrates the 

Recognition of Core and Flanking DNA Positions via Alternate 

Conformations 

Having established our high-affinity complex structure as a valid comparator of sequence-

corrected PU.1 to the existing structure, we proceeded to interrogate the target of our structure, 

Q226, which was mutated to its ancestral Glu residue in 1PUE. This mutation represented the only 
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difference between the two structures in the crystallographically resolved region. The 2Fo-Fc map 

at 1.0 σ in the neighborhood around Q226 showed two distinct densities in addition to that the 

continuous density of the sidechain [Figure 2A]. The shortest distances from the additional 

densities to Cγ and Cδ of Q226 were only 1.9 and 2.3 Å, respectively, below the sum of the vdW 

radii for a pair of non-bonded second-row elements. To avoid clashes, these distances must 

indicate mutually exclusive occupancies relative to the sidechain density and strongly suggested 

an alternate conformation of the Q226 sidechain. In support of this hypothesis, increasing 

stringency of the 2Fo-Fc map revealed progressive attenuation in density along the sidechain. We 

considered the possibility that the extra densities represented other components, such as water or 

acetate ions from the crystallization. However, the distance between the two excess densities was 

2.2 Å, which was shorter than the H-bonding range for two water oxygen atoms or the expected 

oxygen-oxygen distance in ground-state acetate (2.4 Å) [Figure 4.8]. Furthermore, the unequal 

magnitudes of the electron densities are not consistent with an unrestrained small molecule (Figure 

2A). Based on this analysis, we fitted the densities to two occupancies for the Q226 sidechain at 

61% and 39% [Figure 2B]. The former conformation was similar to the mutated Glu residue in 

1PUE, pointing down into the DNA major groove and contacting O6 of G27 flanking the core 

consensus (on the 5’-CCTT-3’ strand) via a bridging water molecule. (In the second complex in 

1PUE, the Glu residue makes the same contact minus the water in a slight variation of 

conformation.) In contrast, the latter “up” conformation directly contacted G6 (N7) and C7 

(exocyclic NH2), both of which are flanking positions, as well as G8 (O6) via a bridging water in 

the core consensus. G8 is the target of direct readout by R233, a signature core-contacting residue 

of the ETS domain. Thus, the “up” conformation of Q226 directly couples recognition of the 
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flanking sequences with the 5’-GGAA-3’ consensus, a feature that is not present in 1PUE or co-

crystal structures of other ETS members. 

The apparently unique interactions mediated by the Class III-restricted Gln residue 

prompted us to interrogate it relative to Glu which is found in the other classes. To do so, we 

performed explicit-solvent molecular dynamics (MD) simulations to address the dynamics of 

Q226 and the effect of its mutation to Glu (Q226E), using our high-affinity structure as a template. 

Backbone and sidechain dynamics were evaluated separately from triplicate equilibrated 

trajectories [Figure 4.9] of the two complexes. Backbone dynamics in terms of per-residue RMS 

fluctuation (RMSF) showed negligible relative differences between the two complexes [Figure 

3A]. Position 226 scored at the bottom quartile of backbone RMSF² regardless of residue identity. 

For the sidechains, the Q226E mutant complexed exhibited distinctive differences in per-residue 

RMSF. Excluding the terminal residues, sidechain RMSF differences were not correlated with 

altered solvent exposure, with the notable exception at the mutated position 226. The wildtype Gln 

residue at this position was significantly more excluded from solvent while exhibiting increased 

conformational dynamics [Figure 3B]. To probe the sidechain dynamics at position 226 in terms 

of DNA interactions, we determined the minimum separation distances between the sidechain with 

DNA. The time trajectories clearly showed a significantly broader ensemble of DNA contacts by 

the wildtype residue relative to E226 [Figure 3C]. Closer scrutiny revealed that the closer contacts 

by Q226 were made with 5’ flanking bases than the E226 mutant [Figure 3D]. 

4.3.3 Structural Variability Between High- and Low-Affinity DNA complexes 

The structure of PU.1 DNA-binding domain in complex with the described low-affinity 

DNA sequence was also solved to 1.28 Å resolution [Table 4.1] and displayed identical packing 

and morphologic characteristics [Figure 4.10A]. Alignment with our high-affinity structure 
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demonstrated identical protein backbone positions. Examination of sidechain occupancy at the 

Q226 position demonstrated a loss of alternate rotameric density, and B-factor distribution of the 

phosphate backbone in the coupled strand displayed a decrease in relative B-factors when 

compared to those of the high affinity structure suggesting a decrease in phosphate backbone 

motility [Figure 4.11]. Comparison of the spatial orientation of the dA6 N7 position of the 

flanking purine residue through which Q226 hydrogen bonds in the high-affinity structure 

demonstrates only a 0.1 Å outward shift from the Q226 β carbon. A larger 0.8 Å shift in the 

amine position of dC7 to dA7 between the two structures may aid in stabilization of the keto 

group in the alternate conformer as a 0.6 Å increase in O – N hydrogen bonding distance would 

be observed [Figure 4.10B]. Turning to residues interacting with the 3’ consensus flank, Arg220 

and Lys221 demonstrated a loss of occupancy in the high-affinity structure suggesting an 

increase in sidechain dynamics in this flanking region [Figure 4.12]. No direct interactions with 

DNA bases occur in this region and increases in hydration with binding to high-affinity 

sequences may result from increased conformational dynamics suggesting an entropic 

component of affinity tuning [41]. Local B-factor increases observed in phosphate backbones of 

the high-affinity strand also suggest biased interactions between basic sidechains with phosphate 

groups in the low-affinity structure rather than dynamic contacts with the adjacent backbone or 

unobserved solvent mediated interactions. 
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4.4 Discussion 

These crystallographic experiments gave rise to the highest-resolution structures of any 

DNA-bound ETS domain. Additionally, our determined structures represent some of the most 

highly resolved of transcription factors compared to those deposited in the RCSB Protein Data 

Bank to date. Structural similarity in the backbone dihedrals at the macroscopic level not only 

lends credence to what can visually be observed, but also provides concrete proof that DNA 

selectivity is born from the orientation and dynamics of the amino acid side chains. With the 

overall structure remaining unchanged across multiple experimental conditions, the differences in 

the amino acid conformations must play a role in DNA recognition and selectivity.  

MD variances in Q226 occupancy gave insight into PU.1 divergent tunability relative to 

E226 orthologs. Variable occupancy between high- and low-affinity structures at this position as 

well as R220 and K221 demonstrated the effects of flanking sequence variability on sidechain 

dynamics which alter affinity. Additionally, R220 and K221 motility shifts between the two 

structures yielded further insight into the observable differences in hydration patterns when bound 

to high- and low-affinity sequences.  
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4.5 Methods 

4.5.1 Nucleic Acids 

Deoxynucleotides for co-crystallization were prepared by solid state 

synthesis and purified by reverse-phase HPLC by Integrated DNA Technologies 

(Coralville, IA). Lyophilized DNA was redissolved and annealed in Buffer H (10 mM 

HEPES and 0.15 M NaCl adjusted to pH 7.4 with NaOH). The molecular cloning of the wildtype 

ETS domain of human PU.1 (residues 165 to 270, termed ΔN165) has been previously 

described [25]. Point mutants of ΔN165 were generated following a PCR-based strategy and 

cloned into pET28b or pCDF-1b vectors (Novagen) as previously described [26]. 

4.5.2 Protein Purification 

Heterologous over-expression was conducted in BL21(DE3)pLysS Escherichia coli and 

purification was performed as described previously [25]. In brief, cultures in LB medium were 

induced with 0.5 mM isopropyl β-D-1-thiogalactopyranoside at an OD600 of 0.6 for 16 hours at 

23°C. Harvested cells were re-suspended in Buffer A (10 mM HEPES, pH 7.4, and 0.5 M 

NaCl) containing 1 mM PMSF and lysed by sonication. The lysate was cleared 

by centrifugation and loaded onto HiTrap SP column (Cytiva) equilibrated with Buffer A. After 

washing, the protein was eluted along a linear NaCl gradient in Buffer A under the control of a 

GE Akta Start instrument. Following characterization by SDS-PAGE and mass 

spectrometry [Figures 4.5B and C], the protein was further purified by gel-filtration on a 

HiLoad Superdex 75 (GE Healthcare) pre-equilibrated with buffer H (10 mM HEPES, pH 7.4, 

0.15 M NaCl). Concentration was determined by UV absorption at 280 nm based on an 

extinction coefficient of 22,460 M-1 cm-1. 

bookmark://_ENREF_25/
bookmark://_ENREF_26/
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4.5.3 Crystallization 

Purified PU.1ΔN165 and duplex DNA was mixed at 400 μM each in Buffer H to yield a 

final concentration of 200 μM complex. The complex was subjected to two different 

screens (INDEX and JCSG) of 96 wells conditions each using the ART Robbins Gryphon Robot. 

The most promising conditions were then explored further by x-ray diffraction and a primary 

condition identified yielding high resolution data. Larger crystals were grown for 5 days by 

vapor diffusion at 298 K in a hanging drop comprised of a 1:1 mixture of protein: DNA complex 

with mother liquor containing 100 mM sodium acetate, pH 4.6, and 2.5% PEG 3350 [Figure 

4.5D]. Prior to freezing, 2 µL of cryoprotectant solution containing 100 mM sodium acetate, 

2.5% PEG 3350, and 20% glycerol was laid on top of the hanging drop and the well closed for 1 

hour of incubation (4 µL total volume, 10% glycerol concentration). After 1 hour, crystals were 

transferred to the above 20% glycerol solution prior to flash freezing in liquid nitrogen. 

4.5.4 X-ray Data Collection and Processing 

X-ray diffraction data sets were obtained using a Dectris Eiger X16M detector SER-CAT 

at the Advanced Photon Source, USA on the ID-22 beamline at a fixed wavelength of 

1.0000 Å with an oscillation angle of 0.25°. The diffraction data was processed using the XDS 

package [27] and was scaled using Aimless in the CCP4i2 package [28]. The complex co-

crystallized in the P21 space group with a single complex per asymmetric unit, in accordance 

with a Matthews coefficient of VM = 2.33 Å3/Da [29]. Molecular replacement was performed 

using a previous PU.1 co-crystal complex (PDB: 1PUE_E) as the search coordinates in the 

PHENIX suite [30] via the maximum-likelihood procedures in PHASER. Refinement was then 

carried out using phenix.refine [30] and model building was performed with 

Coot [31]. Backbone geometry and secondary assignment for the protein was computed using 

bookmark://_ENREF_27/
bookmark://_ENREF_28/
bookmark://_ENREF_29/
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bookmark://_ENREF_30/
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DSSP [32]. Sidechain dihedral angles were calculated using the bio3d library [33]. DNA helical 

parameters were computed using x3DNA [34]. Other measurements and selection procedures 

were performed in PyMOL. 

4.5.5 Molecular Dynamics Simulations 

Explicit-solvent simulations were performed with the Amber14SB/parmbsc1 

forcefields [35] in the GROMACS 2020.2 environment. The refined co-crystal structure was 

used as initial coordinates of the wildtype PU.1/DNA complex as well as to template any point 

mutant. The solution NMR structure of unbound PU.1 was used for the free state. Each system 

was set up dodecahedral boxes at least 1.0 nm wider than the longest dimension of the solute, 

solvated with TIP3P water, and neutralized with Na+ and Cl- to 0.15 M. Electrostatic interactions 

were handled by particle-mesh Ewald summation with a 1 nm distance cutoff. All simulations 

were carried out at an in silico temperature and pressure of 298 K (modified Berendsen 

thermostat) [36] and 1 bar (Parrinello-Rahman ensemble). A timestep of 2 fs was used and H-

bonds were constrained using LINCS. After the structures were energy-minimized by steepest 

descent, the NVT ensemble was equilibrated at 298 K for 1 ns to thermalize the system, followed 

by another 1 ns of equilibration of the NPT ensemble at 1 bar and 298 K. The 

final NPT ensemble was simulated without restraints for 0.5 µs, recording coordinates 

every 1 ps. Convergence of the trajectories were checked by RMSD from the energy-minimized 

structures, after adjustments for periodic boundary effects. Triplicate production runs 

were carried out using different random seeds in the velocity distribution. The final 100 ns of 

each equilibrated trajectory for analysis. For 

RMS fluctuation calculations, concatenated trajectories from the replicas were used. Other 

averages were expressed ± S.D. 

bookmark://_ENREF_32/
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4.6 Figures 

 

Figure 4.1 Comparative Analysis of a High-affinity DNA Complex of the ETS Domain of 

Human PU.1 

A, Atomic coordinates of a single PU.1/high-affinity DNA complex. In the DNA sequence, 

positions contacted by protein within the complex are in bold. The core 5’-GGAA-3’ is inverted 

in color. B, Distribution of crystallographic B-factors from the high-affinity structure (with and 

without emplaced hydrogens, HA-H) and 1PUE, which contains two non-equivalent complexes 

per asymmetric unit. C, DNA-DNA crystal contacts in our structure. Mesh represents the 2Fo-Fc 

density at 1.5 σ. D, Mapped water molecules (spheres) in the high-affinity structure, colored 

according to their spatial overlap with corresponding water in both non-equivalent complexes in 

1PUE. Non-colored spheres represented water beyond a 1.4-Å cutoff. 
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Figure 4.2 Alternate conformations of an evolutionarily divergent glutamine residue 

couples core and flanking sequence recognition in PU.1 

A, The 2Fo-Fc map defining one conformation of Q226 at the indicated σ cutoffs. B, Interactions 

of two fitted conformations of Q226 with the DNA target. The “Q226-up” conformation 

connects bases in both core (invert-colored text) and flanking positions (orange text) in a 

network involving R230, an absolutely conserved residue in the DBDs of ETS proteins. In 

contrast, the “Q226-down” position contacts only a proximal flanking base via a water-mediated 

contact, analogous to the glutamate-mutant co-crystallized in 1PUE. Positions contacted by 

Q226 are marked in black. 
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Figure 4.3 Dynamic consequences of an ancestral reversion in the high-affinity hPU.1/DNA 

complex 

A, Backbone dynamics of the wildtype and Q226E simulational complexes. Each complex is 

colored from the 10th and 90th percentile in its respective spectrum of RMSF². A DNA is 

modeled to guide the orientation of the protein in the complex. B, Comparison of sidechain 

dynamics RMSF (heavy atoms only) and solvent-exposed surface area (SASA), expressed as the 

difference of wildtype minus Q226E. All RMSF values computed from the concatenated 

trajectories of triplicate simulations. ΔSASA are computed from time-averages ± SD. The red 

dashes indicate position 226. C, Minimum separation from the residues at position 226 to DNA 

over an illustrative 100-ns period. D, Minimum separation distances from the indicated DNA 

base positions for the trajectory shown in Panel C. 
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Figure 4.4 Qualification of the recombinant hPU.1 ETS domain used for co-crystallization 

with DNA 

A, Sanger sequencing of the DNA construct encoding the hPU.1 ETS domain, focusing on the 

neighborhood of Q226. B, SDS-PAGE analysis of 100 ng of purified protein. The gel was 

stained with Coomassie Blue. C, MALDI-ToF mass spectrometric analysis. The expected mass 

is 12,406 Da. In addition to the primary peak, minor peaks corresponding to a z = +2 ion and a 

gas-phase dimer are also observed. D, Micrograph of hPU.1 co-crystals with high-affinity DNA. 

The image was acquired by microscope of the 1:1 complex (400 µM) crystal in 100 mM sodium 

acetate pH 4.6 containing 2.5% PEG 3350 by the hanging drop vapor method. 
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Figure 4.5 Crystallographic B-factor distribution in the high-affinity structure and 1PUE  

Cartoons of the high-affinity structure and the non-equivalent complexes in 1PUE are colored by 

their crystallographic B-factor on scale from their respective 10th to 90th percentile. The 10/90 

inter-percentile range is 15.4 to 33.2 for HA, and 11.2 to 45.4 for 1PUE, respectively. 
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Figure 4.6 Comparison of backbone dihedral angles between the high-affinity structure 

and 1PUE 

A, Superposition of the HA structure (blue) and 1PUE (green) complexes, aligned by the 

proteins. DNA positions no contacted by protein within the complex are rendered semi-

transparent. B, ψ (×) and ϕ (+) were computed using DSSP. The asymmetric unit of 1PUE 

contained two non-equivalent complexes (chains E and F), both of which are used in the 

comparison. The dashed line is the identity function. 
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Figure 4.7 Comparison of sidechain dihedral angles between high-affinity bound and 1PUE 

structures 

A, The mean values of corresponding residues in the two complexes in 1PUE were subtracted 

from their counterparts in the HA structure, and plotted against the residue numbers. Note that 

Δχ values near ±360° reflect similar rotameric states as 0° given their periodic nature. 

Accordingly, values around ±180° signify the greatest differences. B, Crystal contacts observed 

in HA. The secondary structure of one copy of the protein was colored according to the scheme 

in the cartoon in Panel A. Dashes (pointed by arrows) denote contacts between packed 

complexes within a cutoff of 4.5 Å. 
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Figure 4.8 Optimized geometry of ground-state acetate in a low-dielectric environment 

Geometry optimization by DFT at the ωB97X-V/6-311++G** level of theory was performed 

using Spartan 18. An implicit solvent of dielectric ε = 8 was used to mimic typical electrostatic 

fields near duplex DNA [40]. 
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Figure 4.9 Protein alignment between high and low-affinity bound structures 

A Alignment of the high-affinity structure (orange) with the low affinity structure (green). No 

conformational changes are observed in the protein backbone between these two structures 

suggesting the change in affinity results from sidechain conformational shift or dynamics in the 

DNA. B Alternative conformations and sidechain distance from dN7 amine groups at Q226 
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Figure 4.10 DNA B-factors of high and low-affinity DNA backbones 

Variability in B-factor distribution is seen in the phosphate backbones of the consensus flanking 

regions. B-factor increases observed coincide with sidechain conformational variability 

promoting DNA contacts in these regions 
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Figure 4.11 R220 and K221 sidechain conformations with 2F0-Fc map overlay at 1σ 

Increased occupancy of R220 in the low-affinity structure (right, green) suggests conformational 

conservation with hydrogen bonding to the phosphate backbone. Decreased occupancy is 

observed in the high-affinity structure (left, orange)  
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Table 4.1 Crystallographic Statistics for High-affinity and Low-Affinity PU.1 Complex 

Structures 
 High-affinity bound complex 

(HA) 

Low-affinity bound complex 

(LA) 

5’ ---- 3’ DNA Sequence (overhang) AATAAGCGGAAGTGGG AATAAAAGGAAGTGGG 

Wavelength (Å) 1.0000 1.0000 

Resolution range (Å) 33.3 - 1.28 (1.326 - 1.28) 23.92 - 1.28 (1.326 - 1.28) 

Space group P 1 21 1 P 1 21 1 

Unit cell (Å) 43.001 60.742 44.574 42.895 61.434 44.765 

Unit cell (o) 90 116.714 90 90 117.231 90 

   

Total reflections 195283 (19975) 101385 (10315) 

Unique reflections 51827 (5190) 52198 (5243) 

Multiplicity 3.8 (3.8) 1.9 (2.0) 

Completeness (%) 98.11 (98.65) 98.00 (98.90) 

Mean I/sigma(I) 11.84 (2.32) 16.98 (4.57) 

Wilson B-factor (Å²) 17.43 16.17 

R-merge 0.06262 (0.4741) 0.04308 (0.2447) 

R-meas 0.07385 (0.5506) 0.05051 (0.2858) 

R-pim 0.03842 (0.2761) 0.02586 (0.1446) 

CC1/2 0.992 (0.896) 0.996 (0.963) 

CC* 0.998 (0.972) 0.999 (0.989) 

Reflections used in refinement 51765 (5187) 52137 (5232) 

Reflections used for R-free 1985 (211) 2504 (260) 

R-work 0.1251 (0.1700) 0.1338 (0.1505 

R-free 0.1510 (0.1985) 0.1550 (0.1725) 

CC(work) 0.972 (0.959) 0.971 (0.970) 

CC(free) 0.979 (0.948) 0.975 (0.946) 

Number of non-hydrogen atoms 1724 1729 

• macromolecules 1399 1385 

• ligands 8 1 

• solvent 320 343 

Protein residues 91 91 

RMS(bonds) (Å) 0.008 0.008 

RMS(angles) (o) 1.09 1.15 

Ramachandran favored (%) 97.75 97.75 

Ramachandran allowed (%) 2.25 2.25 

Ramachandran outliers (%) 0 0 

Rotamer outliers (%) 0 0 

Clashscore 3.53 1.19 

Average B-factor (Å2) 25.81 24.77 

• macromolecules 22.26 20.86 

• ligands 49.43 32.48 

• solvent 39.91 37.69 
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Table 4.2 Base pairing and torsion angle of PU.1-bound DNA positions 

Parameters and interferences were provided by 3DNA. Comparison of the average sugar pucker 

(as indicated by the C5’-C4’-C3’-O3’ torsion angle δ) and glycosidic torsion angle χ is made 

with the classic Drew-Dickerson dodecamer, 5’-d(CGCGAATTCGCG)2-3’ (PDB: 1BNA). 

 

 

 

 

 

 

 

 

 

 

 

 

 Pair HB# WC? δ, ° χ, ° 

4 A-T 2 Y 111.7 120 -118.7 -109.8 

5 A-T 2 Y 125.6 130.6 -115.1 -116.9 

6 G-C 3 Y 104.1 120.2 -130.5 -129.6 

7 C-G 3 Y 91.6 116.3 -147.3 -114.4 

8 G-C 3 Y 147.1 105.5 -98.7 -126.5 

9 G-C 3 Y 137.1 104.5 -110.9 -126.2 

10 A-T 2 Y 110.6 103.5 -111.7 -120.9 

11 A-T 2 Y 136 127 -109.4 -111.0 

12 G-C 3 Y 135.7 119.6 -116.9 -163.1 

13 T-A 2 Y 133.7 129.7 -107.8 -84.6 

 Average ± SD 121 ± 14 -119 ± 17 

1BNA 123 ± 21 -117 ± 14 
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5 SUMMARY AND CLOSING REMARKS 

5.1 Summary 

Utilization of molecular probes to perturb protein crystal structures has been 

demonstrated as a robust method for obtaining information about protein structure-function 

relationships. In sections 2 through 4 eight novel crystal structures, six of which included 

molecular probes, were presented.  These structures yielded new insights into structure-function 

relationships in their respective systems. Additionally, a new method for structural perturbation 

was demonstrated by rapid freezing of crystals in liquid oxygen.  

In section 2, incorporation of molecular oxygen into hemoglobin crystals by rapid 

freezing in LO2 was examined as a potential method for observing channels which comprise the 

routes for molecular oxygen to reach the protein heme centers. Observation of crystallographic 

B-factor increases (relative to an untreated control structure) at previously postulated diffusion 

channels was observed, suggesting a rapid influx of molecular oxygen through these regions. 

This demonstrated that even during freezing, large quantities of molecular oxygen were able to 

permeate the crystal lattice. Further substantiation of the observed changes were indicated 

following cross-referencing with a database cataloging hemoglobin mutations.  This cross-

reference showed that amino acid variance in these regions can often result in the clinical 

presentation of disease states such as anemia and thalassemia from which a disruption of 

diffusion pathways can be inferred. Ultimately the experiment presented the successful 

development of an accessible and novel method for crystallographers to examine proteins which 

utilize molecular oxygen. 

 In section 3, the MDM2 RING domain was demonstrated to be a high value target for 

potential therapeutic development for the treatment of various cancers due to its role as an E3 
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ligase mediating the ubiqutination of p53. Several compounds which bind the MDM2 RING 

domain have demonstrated inhibitory activity against E3 ligase activity towards p53, however, 

their exact binding sites and mechanisms of action had not been established. Crystallographic 

examination of the MDM2 RING domain following the incorporation of inulanolide A and 

MA242 via extended soaking demonstrated that these two small molecule inhibitors share a 

common binding site adjacent to the C-terminal residues Tyr489 and Phe490. Examination of the 

roles of these residues by other groups has demonstrated that knockout mutants possess little to 

no E3 activity suggesting that this site may be promising for the disruption of the anti-p53 

activity of MDM2. Comparison of determined structures with those of UbcH5B-Ub-MDM2 

RING ternary complexes demonstrated that steric disruption of Ubiquitin-MDM2 RING 

interfacing is likely and decreases in the autoubiquitination rates of MDM2 RING domain in the 

presence of both of these compounds served as a biochemical validation of interfacial disruption. 

Section 4 yielded insights into the role of flanking sequence effects on the affinity and 

resulting transcriptional activation levels of the ETS family transcription factor PU.1. Co-

crystallization of the PU.1 DNA binding domain with high- and low-affinity DNA sequences in 

a novel condition resulted in high resolution crystal structures which demonstrated subtle 

variances in conformation at residues Q226 and R220 as well as B-factor changes in the DNA 

phosphate backbone between the two structures. MD simulations examining sidechain dynamics 

at the Q226 position also suggested a potential mechanism through which PU.1 achieves 

divergent expression relative to other ETS family transcription factors through dynamic 

interaction with the N7 position of a 5’ flanking purine residue. 
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5.2 Future Directions 

While the general story regarding crystallographic probing of hemoglobin using LO2 is 

complete, the methodology can still be utilized in novel ways for the purposes of examining gas 

channels or for trapping reactive intermediates via in crystallo freeze quenching. Hemoglobin 

was an excellent model system, but there are many other examples of proteins and enzymes 

which utilize O2 which could present interesting structures following LO2 treatment. Highly 

reactive and short-lived species such as Fe (IV) and peroxyflavin catalytic intermediates may be 

promising targets as they have both been observed by stopped-flow spectrophotometry 

methodologies [1,2]. If grown in anaerobic conditions, crystals containing the necessary 

iron/flavin cofactors may be among the most promising targets for future studies attempting to 

examine the structure of these short-lived species. Additionally, neutron diffraction experiments 

utilizing the method described may be able to differentiate waters from O2 molecules in LO2 

soaked structures and allow for the determination of specific gas binding regions in treated 

protein crystals [3].  

The structural studies on the inhibitors inulanolide A and MA242 yielded two potential 

future directions for research. The first is simply a structure-based drug design approach to the 

development of novel InuA and MA242 analogues which inhibit MDM2. With the establishment 

of both the conditions for protein crystallization as well as a method of compound incorporation, 

many other small molecules could be examined structurally, biochemically, and in vitro for the 

advancement of cancer treatment potential against MDM2 specifically. However, if dual 

inhibition of NFAT1 and MDM2 is the goal, additional work must still be completed to examine 

how the binding of the small molecules to NFAT1 results in the inhibition of the mdm2 
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oncogene. With the combined information from both structures, potential optimization towards 

both targets could be kept in mind during subsequent analog synthesis [4]. 

Lastly, the determined PU.1 structures gave much insight into past observations of 

flanking sequence effects on both binding affinity and transcriptional regulation, but there is 

much more information that can be obtained crystallographically. Having established a robust 

crystallization condition, additional sequences of DNA could be utilized to further examine 

regulatory mechanisms of PU.1 transcriptional activity such as DNA-methylation [5]. Alternate 

sequences may also be utilized to observe non-specific binding and gain insight into how PU.1 

scans for target sequences and self regulates through dimerization [6].   
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