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showed that models with 1, 2 and 3 factors all converged, but only models with 2 and 3 

factors met our previously described goodness of fit model criteria (Table 8). Additionally, 

in a comparison of Chi squared values the 3-factor model was confirmed as the best-fit 

model (p<0.01) when directly compared to the 2-factor model. The model with 4 factors did 

not converge and will not be further discussed 

 

  

 
The 2-factor model (Table 9) showed significant loadings for Spatial Span Forward, 

Spatial Span Backward, and WASI Matrices loading onto the first factor and Non Word 

Repetition (NWR), Counting Span and CELF Sentence Repetition loading onto the second 

factor. Both Digit Span Forward and PPVT cross-loaded on both factors, while CTOPP and 

Digit Span Backward did not load onto either.  

 

 

 

Table 8: EFA model estimates for 1, 2 and 3 factor models 
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Table 9: EFA Geomin Rotated Loadings for 2-factor model 
Variable  Factor 1 Factor 2 
TNWR  -0.12 0.50* 
Digit Span Forward  -0.40* 0.60* 
Digit Span Backward 0.00 0.11 
Spatial Span Forward 0.57* 0.06 
Spatial Span Backward 0.69* 0.00 
Counting Span 0.00 0.28* 
CTOPP 0.18 0.21 
CELF Sentence 
Repetition 

0.01 0.85* 

PPVT 0.27* 0.52* 
WASI Matrices  0.57* -0.00 
(* is significant at 0.05) 

The 3-factor model (Table 10) indicated significant loadings for Spatial Span 

Forward and Backward and WASI Matrices for the first factor. The second factor showed 

significant loadings for NWR, Counting Span, CELF Sentence Repetition and PPVT, with 

Digit Span Forward cross-loading across both factors similar to our 2 factor EFA model. 

Interestingly, the third factor consisted of only NWR, while similar to our 2-factor model, 

Digit Span Backward and CTOPP did not load significantly onto any of the factors.  
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Table 10: EFA Geomin Rotated Loadings for 3-factor model 
Variable  Factor 1 Factor 2 Factor 3 
TNWR -0.02 0.38* 0.34* 
Digit Span Forward  -0.32* 0.58* 0.01 
Digit Span Backward  0.03 0.08 0.05 
Spatial Span Forward 0.58* 0.03 -0.03 
Spatial Span Backward 0.69* -0.00 -0.11 
Counting Span  -0.00 0.38* -0.34 
CTOPP 0.29 -0.00 0.59 
CELF Sentence 
Repetition 

0.10 0.86* -0.02 

PPVT 0.36 0.42* 0.24 
WASI Matrices  0.58* -0.05 0.03 
(* is significant at 0.05) 

 

 DISCUSSION 

This study examined the best-fit theoretical model for language and WM data 

collected on a group of elementary school children who were identified with DD. Within 

this framework, these language and WM measures were also examined to understand their 

relation to the children’s initial reading scores as well as the changes in reading that were 

made over the course of a 70-hour reading intervention. More specifically, our study 

examined: 1. Whether the Baddeley and Hitch (1974) model would have the strongest fit. 2. 

Within that model, whether the Phonological Loop latent factor would have the strongest 

relation to and share the most variance with reading intervention gains.  

1.20 The best fit model 

Results supported our hypothesis that the Baddeley and Hitch (1974) (Model 1) was 

the best fitting model for data collected on a group of children with DD. Despite the other 

two models’ convergence, they produced poorer fit, allowing us to conclude the statistical 

strength of Model 1 in describing this sample of children with DD given this set of 

measures. Additionally, Model 1 (the Baddeley and Hitch model) was also a better 



56 

theoretical and statistical fit than any of the EFA models produced. Although this model of 

WM has been previously explored theoretically (Becker, MacAndrew, & Fiez, 1999; Chien 

and Piez, 2010; Wilson, 2000 among others), in children with low achievement in a national 

curriculum (Gatherole & Pickering, 2000), and to test the relation between WM and early 

writing (Bourke & Adams, 2003), this is the first time it is operationalized and statistically 

supported for a group of children with DD.  Across all three factors of the model, all 

indicators were significantly (.38 to .75) related to each parent factor with the exception of 

Digit Span Backward (.13).  Additionally, the Phonological Loop factor was significantly 

related to the Central Executive factor as is predicted by the original paper (Baddeley & 

Hitch, 1974) and other related memory research (Cowan et al., 1995). These results suggest 

that phonological processes, as measured by the model indicators, share similarities to a 

higher order WM process as indicated by the Counting Span task.  

Model 1 showed better fit than the two competing models due to its separation of 

phonological and visual-spatial WM components, where the Engle et al. (1999) model 

(Model 2) advocated these factors be subsumed into a larger STM component, and the 

Brown and Hulme (1996) model (Model 3) theorized the convergence of language and 

phonological memory indicators. Our ancillary analysis of this individual STM factor, as 

well as the use of EFA, supported a clear separation of these components using this set of 

indicators. Interestingly, relations between factors were unexpectedly low between 

Phonological Loop and Visuo-spatial Sketchpad (-.06), and Visuo-spatial Sketchpad and 

Central Executive (.17), despite the Baddeley and Hitch model advocating for these factors 

as being distinct but related. Numerous studies have shown that visuo-spatial short-term 

memory abilities in DD are similar (e.g. Jeffries & Everatt, 2004; Kibby, Marks, Morgan, & 
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Long, 2004) or superior to age-matched controls (Archibald & Gathercole, 2006), leading 

these researchers to conclude, similar to our current findings, that verbal and spatial WM 

within this population are discernibly separate entities. However, others have found 

decreased performance and inefficiencies on visuo-spatial WM tasks (primarily spatial span 

tasks; Bacon, Parmentier, & Barr, 2013) for individuals with DD (Menghini et al., 2011; 

Smith-Spark & Fisk, 2007), lending evidence for a common deficit in both phonological and 

visual spatial abilities, perhaps based on related executive functioning or cognitive load 

challenges within this population. 

In an attempt to further understand this specific observed deficit, Bacon et al. (2013) 

tested adults with DD on the process demanding Spatial Span Backward task after supplying 

participants with a visual strategy prior to taking on the task. They found that with training, 

DD individuals were able to overcome their deficit and perform similarly to typical 

individuals, lending evidence to reliance on a faulty verbal system while attempting the 

original Spatial Span Backward task. These authors concluded that reliance on a faulty 

verbal system when attempting visual tasks might be partially responsible for their poor 

performance, and that introduction of a visual strategy helped with successful performance, 

again lending evidence to related but distinct phonological and visual-spatial systems 

(Bacon et al., 2013). These authors and others also conclude that failure to adopt a 

preferable strategy or adapt to task demands is evidence for a more general executive 

functioning deficit (Bacon et al, 2013; Smith Spark & Fisk, 2007; Vavara, Varuzza, 

Sorrentino, Vicari, & Menghini, 2014), indicating that our current findings of a non-

significant relation between visual-spatial WM and executive functioning (.18) likely 

reflects the strong use of verbal over spatial abilities in the Central Executive Counting Span 
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task. Indeed, these results show a significant relation (.36) between the Phonological Loop 

and Central Executive, which is likely task specific.  

Model 1 was also superior to the language driven model (Brown & Hulme, 1996; 

Model 3) in its separation between language and phonological WM, as well as its separation 

between visual spatial memory and memory requiring higher order manipulation (i.e., the 

Central Executive indicated by the Counting Span task). Indeed in Model 3, while the 

Spatial Span forward and backward tasks both loaded significantly onto the Memory 

Abilities factor, the Counting Span task did not, indicating a distinction within these tasks. 

Additionally, within the Baddeley and Hitch model (Model 1), while the Phonological Loop 

factor showed significant relations to the Central Executive, the Language factor did not 

(.08), indicating that aside from shared linguistic components between phonology and 

executive functioning, a higher order processing is shared between phonological WM tasks 

and Central Executive which is distinct from the language tasks used as indicators.   

Importantly though, despite the clear preference for the model indicators to separate 

themselves into Phonological, Visuo-spatial and Central Executive latent factors, the 

Language latent factor contributed significantly to the model by sharing strong relations 

with the Phonological Loop, Intelligence and interestingly, the Visuo-spatial Sketchpad 

latent factors. Relations between phonological working memory and language have been 

robustly replicated (Acheson & MacDonald, 2009; Baddeley, 1966a; Brown et al., 1996; 

Dollaghan & Campbell, 1998; and others), as have relations between language and 

intelligence (described by Engle et al., 1999). In fact, the shared variance found between 

language and our perceptual intelligence indicator, Matrices, might shed light on our 

findings of a relation between language and visuo-spatial working memory. Intelligence 
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tests measured by tasks like Matrix Reasoning have been thought to tap into the one-

dimensional construct of fluid intelligence (Gf; Horn, 1983; Raven 2000), however recent 

research has also placed increased importance on the visuo-spatial tasks in their contribution 

to Gf, indicating that Gf as measured by Matrix Reasoning tests like those on the WASI or 

Ravens might be pulling for a stronger visuo-spatial component than uniform a-modal fluid 

intelligence attribute (Stephenson & Halpern, 2013). Fluid intelligence is one theoretical 

part of general intelligence (G) the second of which is crystallized intelligence (Gc) 

classically described by Cattell (1951) as encompassing vocabulary and general knowledge.  

Given that these two types of intelligence together form a proxy for G as measured 

by IQ tests like the WAIS, WISC or WASI, it would follow that language tasks such as 

receptive vocabulary (i.e., the PPVT in our study) and phonological awareness (i.e., the 

CTOPP in our study) would show strong relations to visuo-spatial tasks (i.e., Corsi Blocks 

in our study).  In light of the above finding, the minimal overlap (-.06) between our Visuo-

spatial and Phonological factors indicates the that WM components of visuo-spatial and 

phonological tasks are distinct (as previously noted by Baddeley 2000) and points to the 

specialized relation between language and spatial tasks which is separable from memory.  

1.21 Relations between Factors and Initial Reading Abilities and Intervention Gains 

in Reading 

The statistical significance found between numerous factors in our study and initial 

reading scores has been replicated by numerous researchers. For example, tests of 

phonological abilities have long been used to diagnose DD and have been highly predictive 

of later reading problems in young children (Saygin et al., 2013; Torgesen, 1997; 2005). 

However, some have even argued that the utility of such specified cognitive tests wears off 
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once children have been in school for a number of years, and that replacing such tests with 

achievement assessments mimicking what they learn at school offers much stronger content 

validity of assessment (Fletcher & Miciak, 2017). For example, in their paper analyzing the 

utility of progress monitoring slopes and change scores in predicting reading outcome, 

Tolar, Barth, Fletcher, Francis and Vaughn (2014) assert that the best predictor of future 

reading performance in older elementary and middle school children is an assessment that a) 

has occurred closest in time to the present reading evaluation and b) shows significant 

content validity with the present reading evaluation (e.g., a comprehension measure taken 

soon before a comprehension exam). Following this model, the strongest predictor of future 

reading abilities in our sample would be our initial reading measures’ average z score.  

Our results across all three models show moderate relations (.21 - .44) between 

phonology, language and intelligence factors and initial reading scores. These findings are 

strongly supported by previous literature findings of general language ability, phonological 

awareness and IQ all being strongly related to reading abilities, but are not predictive of 

reading changes following intervention (Burns, 2016; Naglieri, 2001; Stuebing et al., 2015; 

Vellutino, Scanlon, & Lyon, 2000). These results are further supported by a lack of relation 

found for any of the executive, STM, or visuo-spatial factors, and initial reading scores.   

Across all three models, our results show that none of our WM, Language or 

Intelligence factors relate significantly to gains made over the course of a reading 

intervention, but that many factors were strongly related to initial reading scores.  These 

results have found support in recent literature where Stuebing et al. (2015) have argued that 

cognitive predictors show very small, if any (1 – 2%), relations to reading gain scores or 

growth curve models, and that baseline reading scores remain the strongest predictor of 
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future reading performance (see also Vellutino et al., 2006). In fact, the very incremental 

added value of cognitive measures relative to baseline reading skills has thus far been 

replicated by numerous studies (e.g. Burns et al., 2016; Miciak et al., 2016), leading 

Fletcher and Miciak (2017) to argue for the minimization of comprehensive and lengthy 

cognitive assessment for characterizing learning disorders such as DD, as well as not using 

such tests to drive intervention plans. Despite this controversial recommendation, our 

current results support this assertion and, based on the strong relation between many of our 

cognitive based tasks and initial reading scores, call into question the very utility of these 

cognitive tests in their assertion for predicting reading changes (in our case).  

1.22 Limitations and Future Directions 

Our study had a few limitations of note. First, our sample was limited only to 

children with DD who typically show lower scores across various reading and language 

measures used in this study. These limited range of scores thus impact the results of SEM 

and other statistical tests. Adding a ‘group-type’ indicator allowing for the inclusion of 

typically developing children might increase the robustness and clarity of the models. 

Second, many of the factors included in the models are just identified, while ideally SEM 

modeling calls for over-identified factors (Kline, 1998). In this case, our study was limited 

by both sample size, which restricted the number of indicators we could include, as well as 

time constraints and the strain of testing on young children with DD. This is most notable 

for our Central Executive factor which could only be used as a phantom factor due to its 

representation by a single indicator, Counting Span. Third, due to time constraints and 

practicality considerations, we were unable to test the sample on all types of language 

measures, thus at least one factor (Spelling) originally theorized in Model 3 (Brown and 
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Hulme) was without a corresponding indicator and remains untested in the current model. 

Additionally, given our null findings of relations between model factors and reading gain 

scores, it might be informative to re-run the models based on response to intervention 

valence, that is, whether or not cognitive assessments could predict reading change for those 

who responded well to the reading intervention vs. those who responded poorly.  

 

 

 

 

 CONCLUSION 

In conclusion, the WM and language indicators from this reading intervention study 

are best described by the Baddeley and Hitch (1974) theoretically driven model where 

phonological, visuo-spatial and executive WM are all separate but loosely related factors. 

Although our language, intelligence and phonological factors shared variance with scores 

measured prior to reading intervention (initial reading scores), none of these nor other model 

factors were related to reading changes made over the course of the intervention prompting 

discussion of the defensibility of using these cognitive tasks as predictors of reading change 

or future reading performance among struggling readers.  
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APPENDICES 

APPENDIX A: MODEL 1 (BADDELEY AND HITCH) WITH EPISODIC BUFFER  

 

 
Here a single indicator represents the Episodic Buffer: CELF Sentence Repetition. The 

overall model yielded a fair fit: Chi-square 37.79, df = 31, p=0.19; RMSE: 0.04; CFI: 0.96; SRMR: 
0.05, similar to that seen in the original Model 1 (Figure 12). Since the original Model 1 is more 
elegant and parsimonious (i.e., the results are similar with fewer factors) it is the primary model 
discussed in the Discussion.  
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APPENDIX B: ALTERNATIVE MODEL 3 (BROWN AND HULME)  

 

Here, both Digit Span tasks are subsumed by the Language Abilities factor. The overall 
model yields similarly poor fit results to the originally tested model: Chi-square 77.96, df = 47, 
<0.05; RMSE: 0.08; CFI: 0.83; SRMR: 0.08. Additionally, the indicators seem to fit similarly, with 
the exception of Digit Span Forward showing significant relation to the Language Abilities factor in 
this model (.38) and almost no relation (-.01) to the Memory Abilities Factor in the original model.  

 

 


