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USING DIFFERENTIAL ITEM FUNCTIONING AND ANCHORING VIGNETTES TO 
EXAMINE THE FAIRNESS OF ACHIEVEMENT MOTIVATION ITEMS 
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ABSTRACT 

Achievement motivation is a well-documented predictor of a variety of positive student 

outcomes. However, researchers have also found threats to fairness and measurement scale 

comparability in motivation items, including group differences in response scale use and 

response styles. As such, the measurement comparability of achievement motivation items was 

evaluated before and after using anchoring vignettes to account for the effect of group-specific 

response scale use as a source of differential item functioning (DIF) across gender and ethnicity. 

Within a combined item response theory/ordinal logistic regression DIF framework, gender DIF 

was assessed using pairwise comparisons and ethnicity DIF was tested using both multiple-group 

DIF with a common base group as the reference group and all possible pairwise comparisons. 

Overall, using the vignettes changed both the form of DIF within items and the pattern of 

DIF between groups across items. Results indicated the presence of DIF between genders, but 

the DIF was unrelated to group differences in response scale use. Across ethnic groups, 

Black/African American students and Asian students demonstrated group-specific response scale 



 
 

use. When groups showed response tendencies, accounting for such scale use with the vignettes 

had a greater effect on reducing DIF in base group comparisons than in pairwise comparisons. 

Despite that DIF was identified in multiple items, the magnitude of all DIF was negligible and 

had little practical implication. Therefore, achievement motivation items appeared to demon-

strate measurement comparability. As sources of DIF often go unidentified, a contribution of this 

study was the novel use of anchoring vignettes to account for group differences in response scale 

use as the source of DIF and to clarify the effect of those differences on measurement scale com-

parability and DIF.  

INDEX WORDS: differential item functioning, achievement motivation, anchoring vignettes, 

response styles, multiple-group DIF 
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1  INTRODUCTION 

Motivation is perhaps at the center of any educational endeavor (Covington, 2000; Maehr 

& Meyer, 1997). As Ronald Reagan’s Secretary of Education, Terrel Bell once said, “There are 

three things to remember about education. The first one is motivation. The second one is motiva-

tion. The third one is motivation” (as cited in C. A. Ames, 1990, p. 409). Bell’s emphasis on mo-

tivation comes with good reason—motivation is related to a variety of positive student outcomes, 

including higher academic achievement, and graduation and retention rates (Hulleman et al., 

2010; Robbins et al., 2004). Students who are motivated to learn are more likely to seek 

knowledge, use elaborative learning strategies, and persist when faced with difficulties (Senko & 

Dawson, 2017; Wigfield et al., 2008). These behaviors, in turn, lead to more learning and 

achievement, which reinforce motivation and encourage continued involvement (Senko & Daw-

son, 2017; Wigfield et al., 2008). In their meta-analysis, Kriegbaum and colleagues (2018) found 

that motivation predicted school achievement, above and beyond intelligence. 

The specific type of motivation that is relevant to performance and competence in evalua-

tive settings is referred to as achievement motivation1 (Elliot et al., 2017; Wigfield et al., 2008). 

While robust evidence has shown the importance of motivation in education, salient differences 

across groups, such as gender and ethnicity, in motivational constructs have also emerged (Wig-

field et al., 2008). For example, middle and high school students report different types of motiva-

tion and achievement goals by gender (Dupeyrat et al., 2011; Vantieghem & Van Houtte, 2018). 

Perceptions of academic self-concept appear to vary by ethnic groups for both undergraduate stu-

dents and adolescents (Edman & Brazil, 2009; Hong et al., 2020; Shernoff & Schmidt, 2008). 

However, researchers have also found threats to measurement scale comparability in motivation 

 

1 Motivation and achievement motivation will be used interchangeably unless otherwise noted. 
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items, including group differences in response scale use and response styles (e.g., Gnambs & 

Hanfstingl, 2014; He & Van de Vijver, 2016). Therefore, before drawing any conclusions about 

group differences in achievement motivation, instruments should be checked for comparable 

measurement scale functioning across groups (Campbell et al., 2008; Dever & Kim, 2016; van 

der Sluis et al., 2010).  

Because measurement scale comparability is fundamentally a fairness issue, it can be 

evaluated using differential item functioning (DIF) methods (Sireci & Rios, 2013). When using 

DIF to examine measurement scales, testing a hypothesized source of DIF can provide greater 

clarity into DIF results (Finch et al., 2016; Sandilands et al., 2013). As such, the purpose of this 

study was to identify if achievement motivation items demonstrated measurement comparability 

across gender and ethnicity before and after accounting for the effect of group differences in re-

sponse scale use as the source of DIF. First, DIF was detected within a hybrid framework that 

combined elements from item response theory and ordinal logistic regression DIF (Millsap, 

2006) using pairwise and multiple-group comparisons. Next, group-specific scale use was tested 

as the source of DIF by applying anchoring vignette methodology. Then, unadjusted and vi-

gnette-adjusted DIF results were compared to assess the effect of group differences in response 

scale use on DIF.  

Background 

Achievement Motivation 

Despite nearly 100 years of research, motivation theorists continue to disagree over the 

exact nature of motivation and motivational processes (Schunk et al., 2014). Motivation is not an 

outcome, but rather is an unobservable process that is inferred from observable actions (e.g., task 
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choice, effort; Schunk et al., 2014). Achievement motivation is distinguished from general moti-

vation by competence forming the conceptual cornerstone for achievement (Elliot & Dweck, 

2005) such that the “achievement” in achievement motivation is attaining competence (Elliot & 

Dweck, 2005). From this perspective, achievement motivation can be defined as “the energiza-

tion and direction of competence-based affect, cognition, and behavior” (Elliot, 1999, p. 169). 

Theories of motivation address what drives students and their reasons for engaging in a particular 

task (Eccles & Wigfield, 2002; Kaplan & Maehr, 2007; Liem & Elliot, 2018).  

Achievement motivation is highly contextualized and therefore is best viewed through a 

systems framework that accounts for individual-level traits as well as group-level and environ-

mental characteristics, such as the Socio-Cultural Hierarchical Model of Achievement Motiva-

tion (Kitayama, 2002; Liem et al., 2012; Maehr & Meyer, 1997; Nolen et al., 2015). At the indi-

vidual level of the model, motivational dispositions (i.e., approach/avoidance), competence ex-

pectancies (i.e., expectations for success or failure), and achievement goals (i.e., mastery/perfor-

mance) explain how students regulate their competence-relevant pursuits (Liem et al., 2012; 

Liem & Elliot, 2018; Michou et al., 2014). In the model, achievement goals are the cognitive 

representations of what students hope to attain and they direct students’ behaviors (Liem & El-

liot, 2018). Because higher-order motivational dispositions are channeled through lower-order 

achievement goals, achievement motivation can be measured with achievement goals. 

At the group level, the socio-cultural model holds that students’ motivational patterns and 

goals are socialized by their environment and cultural milieu (Elliot & Church, 1997; Liem & El-

liot, 2018; Wigfield et al., 2008). Motivational experiences are also mediated by different factors, 

such as racial identity or cultural orientation (e.g., collectivist vs. individualist; Hill & Torres, 

2010; Liem et al., 2012; Miller-Cotto & Byrnes, 2016). As such, researchers have found group 
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differences in achievement motivation and related constructs (Dupeyrat et al., 2011; Hong et al., 

2020; Liem et al., 2012; Murdock, 2009). For example, female adolescents have reported more 

mastery goals than their male peers, who endorse more performance goals (Hong et al., 2020; 

Hyde & Durik, 2005; Senko & Hulleman, 2013). Similarly, Asian American undergraduates 

have shown more avoidance goals than their White counterparts (Zusho et al., 2005), with stu-

dents from collectivist cultures in general being more driven by social goals than students from 

individualist cultures (King et al., 2017). Black/African American students have demonstrated 

both higher intrinsic motivation than White students and higher school engagement than His-

panic/Latinx students (Johnson et al., 2001; Lee et al., 2016; Shernoff & Schmidt, 2008).  

Measurement Scale Comparability and Sources of Differential Item Functioning 

On the one hand, these group differences in motivation could reflect “true” group differ-

ences (Elder, 1997; Gnambs & Hanfstingl, 2014; Sireci & Rios, 2013). From a socio-cultural 

perspective, such differences are expected by virtue of the different ways in which motivation is 

socialized (Liem et al., 2012; Liem & Elliot, 2018). On the other hand, researchers have found 

the presence of group-specific response scale use and response styles in motivation measures. 

That is, individuals and groups show particular response scale tendencies and reporting patterns 

when presented with Likert-style categorical response options on self-report measures 

(Böckenholt & Meiser, 2017; Bolt et al., 2014; Kemmelmeier, 2016). For example, boys have 

been found to endorse the top of the response scale, while girls trend toward options in the mid-

dle of the scale (Butler & Hasenfratz, 2017; Harzing, 2006). In their meta-analysis, Batchelor 

and Miao (2016) showed that Black/African American and Hispanic/Latinx Americans use the 

extreme upper and lower ends of scales more than European-descended North Americans (e.g., 

Hamamura et al., 2009; Hui & Triandis, 1989; McDaniel et al., 2011). In contrast, individuals 
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from East Asian cultures tend to respond modestly in the middle of the response scale (Grimm & 

Church, 1999; Hamamura et al., 2009; Min et al., 2016).  

In motivation measurement, however, there is an overall dearth of literature on how 

groups use response scales. One reason for this may be that given the relationship between self-

presentation and achievement motivation, response scale use in motivation has typically been 

studied at the individual level as a function of socially desirable responding (Elliot et al., 2018; 

Tan & Hall, 2005). Nonetheless, existing evidence indicates that groups show particular report-

ing patterns in motivation and related attitudinal constructs. For example, He and Van de Vijver 

(2016a) interpreted a country-level motivation-achievement paradox to partially reflect cultural 

differences in response scale use among 15-year-old students. On a self-esteem measure, White 

American college students used more extreme responding than their peers in China (Song et al., 

2011). Gender has also been tied to scale use on achievement striving and self-regulation items 

(Gnambs & Hanfstingl, 2014; Wetzel, Böhnke, et al., 2013). Furthermore, although female stu-

dents get higher grades than males at school (Voyer & Voyer, 2014), Dupeyrat et al. (2011) 

found that adolescent males were more likely than females to attribute personal success to their 

ability and competence. This difference between self-perceptions and observed performance can 

be taken as evidence that more than just the construct of interest is being captured in self-report 

motivation items.  

Response styles are problematic in measurement and a threat to cross-group comparisons 

because observed scores reflect not only the construct of interest, but also variance due to re-

sponse scale use (Bolt et al., 2014). For example, extreme response scale use will naturally lead 

to inflated observed scores at the top of the response scale and underestimates of the construct at 
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the bottom of the scale (Bolt et al., 2014; Steinberg & Thissen, 2006). In such situations, the ob-

served score is contaminated by response-style variance (i.e., the “difference” between the true 

score and the response category selected), and response scale use becomes a source of systematic 

measurement error (Baumgartner & Steenkamp, 2001; Bolt et al., 2014). At the group level, the 

cumulative effect of response-style variance is problematic because it can not only lead to groups 

being on different measurement scales and scores taking on different meanings for different 

groups, but it can also induce DIF (Böckenholt & Meiser, 2017; Gnambs & Hanfstingl, 2014; 

Wetzel, Böhnke, et al., 2013). 

DIF is present in an item if the probability of an item response varies by group after re-

spondents are matched by construct level (Clauser & Mazor, 2005). Because DIF controls for the 

relationship between an item response and construct level by matching participants, DIF reveals 

if groups are on different measurement scales (Millsap, 2006). Research on response scale use as 

a source of DIF is sparse and has yielded mixed findings. For example, neither Wetzel and col-

leagues (2013) nor Gnambs and Hanfstingl (2014) found that controlling for response styles had 

an appreciable impact on DIF across German adults and adolescents. However, in both studies, 

samples were fairly homogenous and response styles were derived through latent class analysis, 

with the classes being dichotomized to reflect either extreme or non-extreme reporting behaviors. 

In contrast, modeling response styles as an explicit statistical dimension have yielded more accu-

rate DIF detection (Bolt & Johnson, 2009; Chen et al., 2017; Jin & Chen, 2019).  

Anchoring Vignettes 

King and colleagues (2004) developed a combined survey design/statistical methodology 

that improves cross-group comparisons by controlling for individual response scale use called 
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anchoring vignettes. In anchoring vignette methodology, individuals use the same categorical re-

sponse scale (e.g., agree/disagree) to respond to two sets of survey items. The first set of items is 

a self-report inventory measuring the construct of interest; the second set of items asks the per-

son to rate a series of hypothetical situations (i.e., vignettes) depicting the same construct. Indi-

vidual responses to the self-report items are then rescored relative to that person’s ratings of the 

vignettes. The measurement theory behind the vignettes is that because the vignettes are written 

to reflect different absolute levels of the construct (e.g., low, medium, high), by rescoring a per-

son’s self-report items based on their vignette ratings, their response-style variance can be “sub-

tracted” off (He, Buchholz, et al., 2017; King et al., 2004). In turn, by accounting for scale use, 

vignette-adjusted scores should have less measurement distortion and yield a “purer” measure of 

the construct, with more equivalent measurement scales and less DIF (Dever & Kim, 2016; Primi 

et al., 2018; Weiss & Roberts, 2018). 

Researchers have previously drawn on anchoring vignettes to address the effects of re-

sponse scale tendencies on measurement properties in motivation items and other related con-

structs. For example, Marksteiner et al. (2019) found that applying the vignettes to correct for 

culture-specific scale use slightly increased internal consistency and factor loadings. Weiss and 

Roberts (2018) similarly saw improved model fit, higher reliability, and higher factor loadings 

after adjusting a personality measure with the vignettes. He and Van de Vijver (2016) used the 

vignettes to confirm the presence of country-specific response styles in motivation items, but 

they did not use the vignettes to correct for group differences in response scale use as a source of 

DIF in a DIF analysis. 
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Methodological Framework 

Fairness in Measurement 

Measurement scale comparability is central to making fair comparisons across groups 

(Morren et al., 2011; Wu & Ercikan, 2006). In the Standards for Educational and Psychological 

Testing (hereafter referred to as “the Standards”), a fair test is one in which scores have the same 

meaning for all test-takers. Fairness is operationalized in the Standards as fairness in treatment 

during the testing process, fairness in access to the constructs measured, fairness in the validity 

of individual test score interpretations for the intended uses, and fairness as the absence of meas-

urement bias (American Educational Research Association [AERA], American Psychological 

Association [APA], & National Council on Measurement in Education [NCME], 2014). Fairness 

as the absence of measurement bias refers to the comparability of measurement scales (AERA et 

al., 2014). More specifically, measurement scale comparability implies the presence of measure-

ment equivalence (Gnambs & Hanfstingl, 2014). Conceptually, measurement equivalence de-

notes that constructs have the same psychological meaning across groups (Rios & Wells, 2014; 

Svetina & Rutkowski, 2017). Statistically, measurement equivalence indicates that items and 

tests have the same statistical properties and relationships across groups (Camilli, 2013; Svetina 

& Rutkowski, 2017). When an instrument’s measurement properties are consistent across test-

takers, it is psychometrically fair to compare groups (Boer et al., 2018; Poortinga, 1989). 

Because scale comparability is a fairness issue, it can be evaluated using DIF (AERA et 

al., 2014; Zumbo, 2007). In a DIF analysis, measurement scales are comparable (i.e., an absence 

of measurement bias) when respondents with the same level of the construct have the same prob-

ability of endorsing an item response, regardless of group membership (Clauser & Mazor, 2005; 

Zumbo, 2007). In a typical DIF study, two groups are selected for comparison, with one group 
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designated as the reference group, usually the majority, and the other designated as the focal 

group, usually the minority group of interest (Clauser & Mazor, 2005; Zumbo, 2007). The key in 

DIF is that if respondents are matched by construct level, but statistical parameters that should 

otherwise be equal vary based on group membership, then that would indicate that something in 

the measurement instrument was not functioning equally across the reference and focal groups 

and that groups were not on the same measurement scale (Reise et al., 1993; Walker, 2011). 

However, merely identifying the presence of DIF does little to inform its causes (Finch et al., 

2016). Moreover, given that the source of DIF can affect how the practical implications of DIF 

are interpreted, it is also equally important to investigate a source of DIF (Bolt & Johnson, 2009; 

Finch et al., 2016; Sandilands et al., 2013). 

Problem Statement 

Motivation is fundamental to understanding academic achievement (Lee et al., 2016). Be-

cause achievement motivation predicts general educational outcomes (e.g., GPA) and more spe-

cific learning behaviors (e.g., deep learning strategies; Day et al., 2003) as well as group differ-

ences in achievement (Robbins et al., 2004; Steinmayr & Spinath, 2008), motivation is an im-

portant area for educational research (Linnenbrink-Garcia et al., 2016). When conclusions re-

garding group differences in motivation are used to target educational practices or to inform edu-

cational policies, it is important that the measures and items on which those conclusions are 

based capture substantive and meaningful group differences (Linnenbrink-Garcia et al., 2016). 

This is fundamentally a fairness issue as without evidence that an instrument’s measurement 

properties are consistent across test-takers, the extent to which observed group differences reflect 

true group differences or differences in measurement models or measurement scales is unclear 

(Camilli, 2013; Campbell et al., 2008; Dever & Kim, 2016; Poortinga, 1989). If groups were on 
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different measurement scales, then scores would no longer have the same psychological mean-

ing, and the fairness of cross-group comparisons and conclusions about group differences would 

be questionable (Kane, 2013; Messick, 1995; Osterlind & Everson, 2010). 

Although fairness is a central concern in assessment (Sireci & Rios, 2013), motivation 

items have primarily been assessed for structural, metric, and scalar invariance (e.g., Campbell et 

al., 2008), with measurement scale comparability having largely gone unexamined. The absence 

of DIF testing in motivation is not necessarily atypical as the use of DIF in psychological meas-

urement is rarer than its use in educational and cognitive assessment (Johanson, 1997; Wetzel, 

Böhnke, et al., 2013). Nonetheless, given that observed group differences in achievement moti-

vation constructs and related outcomes have practical implications (e.g., instruction design, re-

source allotment; Linnenbrink-Garcia et al., 2016), researchers need to provide evidence that 

achievement motivation instruments are of high quality and are psychometrically fair to all stu-

dents. Moreover, because groups have demonstrated response scale tendencies in motivation 

items, and those response tendencies can impact scale comparability and induce DIF, the effect 

of such differences as a source of DIF should be investigated. To that end, the purpose of this 

dissertation was to identify if achievement motivation items demonstrated measurement scale 

comparability across gender and ethnicity before and after using anchoring vignettes to account 

for the effect of group-level differences in response scale use as a source of DIF. 

Research Questions 

Two research questions will be addressed in this study: 

1. Do achievement motivation items show DIF by gender or ethnicity? 

2. Do achievement motivation items show DIF by gender or ethnicity after using an-

choring vignettes to account for the impact of group-level differences in response 



 

 
 

11 

scale use? Is there a difference in the magnitude and direction of DIF between the un-

adjusted and vignette-adjusted item scores? 

Hypothesis 1A: Because vignettes were designed to account for response 

styles, the magnitude of DIF (i.e., effect sizes) will decrease after applying the 

nonparametric vignette scoring.  

Overview of the Study 

This study used data from the 2015 iteration of the Programme for International Student 

Assessment (PISA), an international large-scale assessment administered triennially to 15-year-

old students in over 70 countries (OECD, 2017). In each iteration, students are tested on their 

reading, science, and math literacy, with one of those areas being assessed more in-depth; in 

PISA 2015, science was the main focus (OECD, 2017). In addition to cognitive testing, the PISA 

2015 background questionnaire included a variety of attitudinal items as well as three anchoring 

vignettes related to achievement motivation (OECD, 2017). PISA’s two-stage stratified sampling 

method is designed to yield nationally representative samples of 15-year-old students in school 

(OECD, 2017; Rutkowski & Rutkowski, 2016). In the US, PISA 2015 was implemented at 177 

schools, with a total sample size of 5712 students. 

To answer Research Question 1, DIF was detected within a hybrid framework that com-

bined elements from latent trait (i.e., item response theory) and observed-score (i.e., logistic re-

gression) DIF detection methods (Millsap, 2006). Logistic regression DIF has several ad-

vantages, including that it can accommodate both uniform and nonuniform DIF as well as poly-

tomous items (French & Miller, 1996; Miller & Spray, 1993; Swaminathan & Rogers, 1990; 

Zumbo, 1999). In a traditional logistic regression DIF, participants are matched using the total 

observed test score (Zumbo, 1999). However, the hybrid DIF method used in this study involved 
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matching respondents with a graded response model estimate of achievement motivation, and 

then detecting DIF with ordinal logistic regression (Choi et al., 2011). The magnitude of DIF was 

quantified using both McFadden’s pseudo 𝑅! and regression coefficients (Zumbo, 1999).  

The groups being compared for DIF were based on gender and ethnicity. Gender DIF was 

evaluated using pairwise comparisons; ethnicity DIF was investigated using both multiple-group 

DIF with a common base group as the reference group (Oshima et al., 2015) and all possible 

pairwise comparisons. The base group was comprised of an average subsample of the total multi-

ple-group sample (Oshima et al., 2015). In the multiple-group DIF, each ethnic focal group was 

compared to the base group (Oshima et al., 2015); in the pairwise comparisons, each ethnic 

group was compared to the other. Using a common base group as the reference group is advanta-

geous with multiple-level groups, such as ethnicity, as it avoids making a values statement based 

on the reference group (Martinková et al., 2017; Sari & Huggins, 2015). However, because 

groups may be on different measurement scales such that they do not evidence DIF in relation to 

a base group but do evidence DIF when compared to one another, all pairwise comparisons were 

also evaluated for DIF (Ellis & Kimmel, 1992; Sari & Huggins, 2015).  

To answer Research Question 2, self-reported motivation items were first rescored using 

the nonparametric scoring approach to anchoring vignettes. The nonparametric approach utilizes 

respondent-dependent scoring in which individual scores are “rescaled” relative to that person’s 

vignette ratings (von Davier et al., 2018). Given the presence of group-specific response scale 

use in self-reports of motivation (e.g., He & Van de Vijver, 2016a; Wetzel, Böhnke, et al., 2013) 

and that the nonparametric scoring of anchoring vignettes was specifically developed to correct 

for response styles (King et al., 2004), it was expected that applying the nonparametric adjust-

ment to self-report items would mitigate the impact of response styles on DIF (King et al., 2004). 
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After adjusting self-report items with the vignettes, the same set of DIF analyses from Research 

Question 1 was re-run using the vignette-adjusted item responses. Finally, the effect of response 

scale use on DIF was evaluated by examining changes to DIF outcomes as well as changes in the 

size and direction of DIF between unadjusted and vignette-adjusted items.  

Significance of the Study 

Findings from this study can contribute independently to as well as at the intersection of 

the research literature on motivation measurement and the fairness of motivation items, multiple-

group DIF methods and anchoring vignettes, and DIF sources. First, motivation items and PISA 

noncognitive items (or a combination thereof) have rarely undergone DIF (Hopfenbeck et al., 

2018), and using anchoring vignettes to account for response scale use in a DIF analysis appears 

to be even rarer. To that end, findings from this study add to the limited literature on measure-

ment scale comparability and DIF in motivation items. Results can further inform fairness and 

DIF in PISA items and the effect of anchoring vignettes on DIF. Second, despite the utility of 

multiple-group DIF (with or without a base group), researchers have not readily implemented 

this method (Oshima et al., 2015). This study illustrates how multiple-group methods function in 

an applied analysis with a short test.  

Finally, a major challenge in DIF research is that DIF methods do not readily lend them-

selves to identifying sources of DIF, with the root cause often remaining unknown (Gierl et al., 

2003; Hopfenbeck et al., 2018; Sandilands et al., 2013). Studies regarding systematic sources of 

DIF, and in particular, the impact of group-specific response scale use on DIF, are infrequent 

(e.g., Bolt & Johnson, 2009; Gnambs & Hanfstingl, 2014; Wetzel, Carstensen, et al., 2013). 

Moreover, despite the ubiquity of differential scale use as a general threat to fairness in cross-

group comparisons (AERA et al., 2014; Bolt & Johnson, 2009; Chen et al., 2019; Ziegler, 2015), 
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Bolt and Johnson (2009) note that, “Relatively little is often done in practice to investigate their 

implications or to control for their effects” (p. 350). As such, results from this study can be used 

to further clarify the effect of group differences in response scale use as a source of DIF as well 

as to provide evidence of scale use in motivation items and any subsequent measurement effects 

on scale comparability or DIF. 
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2  REVIEW OF THE LITERATURE 

The purpose of this study was to identify if achievement motivation items demonstrated 

measurement scale comparability across gender and ethnicity before and after using anchoring 

vignettes to account for the effect of group-level differences in response scale use as a source of 

differential item functioning (DIF). To that end, the first research question guiding this study 

was: do achievement motivation items show DIF by gender or ethnicity? The second question 

guiding this study was: do achievement motivation items show DIF by gender or ethnicity after 

using anchoring vignettes to account for the impact of group-level differences in response scale 

use? Is there a difference in the magnitude and direction of DIF between the unadjusted and vi-

gnette-adjusted item scores? 

In this chapter, the background for the analysis is first provided by elaborating on the 

conceptual model for achievement motivation and the effects of response scale use on measure-

ment. Next, anchoring vignettes and how they can account for response styles as a source of DIF 

are described. Finally, the methodological conceptual framework for the study is outlined, and 

ordinal logistic regression DIF is reviewed.  

Background and Theoretical Framework 

Achievement Motivation  

Motivation is derived from the Latin verb movere (to move; Eccles & Wigfield, 2002; 

Fulmer & Frijters, 2009). The idea of motivation as the study of movement or action denotes that 

motivation is a process, not an outcome (Eccles & Wigfield, 2002; Schunk et al., 2014). 

Achievement motivation is differentiated from general motivation by grounding achievement in 

competence such that achievement motivation can be defined as “the energization and direction 

of competence-based affect, cognition, and behavior” (Elliot, 1999, p. 169). Although motivation 
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was originally theorized to reside within an individual’s needs and drives systems, contemporary 

theories of achievement motivation are primarily social cognitive in nature (Cury et al., 2006; El-

liot, 2006). A socio-cultural systems perspective contends that motivation is highly situated and 

that what students want to achieve (i.e., goals) and the reasons for why they want to achieve it 

are best understood as a product of individual characteristics as well as environmental surround-

ings (Kitayama, 2002; Liem et al., 2012; Liem & Elliot, 2018; Nolen et al., 2015).  

In the socio-cultural hierarchical model of achievement motivation seen in Figure 1, 

higher-order motivational dispositions (e.g., competence-based motives, individual and social-

relational motives), competence expectancies (i.e., expectations for success or failure), and 

achievement goals (i.e., mastery/performance) explain how students regulate their choice, com-

mitment, and effort in the pursuit of competence (Liem & Elliot, 2018; Michou et al., 2014; Wig-

field et al., 2008). Motivational dispositions function as broad cognitive schema that energize af-

fective-based approach and avoidance behaviors. Competence describes a state of effectiveness 

that can be operationalized relative to a given set of standards and competence expectancies ori-

ent an individual’s expectations of competence either towards success or failure (Elliot, 2006; 

Elliot & Church, 1997; Elliot & Dweck, 2005; Fryer & Elliot, 2007). Researchers have found, 

for example, that students focused on positive outcomes have higher academic achievement than 

students who focus on avoiding negative consequences (Huang, 2012). 

In the socio-cultural model, motivational dispositions are channeled into achievement 

goals, which are the cognitive representations of what students hope to attain, and the function of 

those goals is to direct and regulate students’ competence-relevant strivings in academic settings 

(Elliot, 2006; Elliot & Thrash, 2001). The two major types of achievement goals—mastery and 

performance—differ with respect to their standards for competence (Elliot & Thrash, 2001; Liem 



 

 
 

17 

& Elliot, 2018). Mastery goals are grounded in self-improvement as individuals with those goals 

strive to either develop their own ability (i.e., mastery-approach) or avoid their own incompe-

tence (i.e., mastery-avoidance; Baranik et al., 2010; Liem & Elliot, 2018). In contrast, perfor-

mance goals are grounded in an ethos of self-presentation and a desire to either demonstrate abil-

ity (i.e., performance-approach) or to avoid the appearance of incompetence (i.e., performance-

avoidance; Liem & Elliot, 2018). Taken together, individuals with either mastery- or perfor-

mance-approach goals focus on success, and they adopt behaviors that facilitate positive out-

comes; conversely, those with avoidance goals adopt behaviors that avoid failure and eschew 

negative outcomes (Conroy, 2017; Covington, 2000; Elliot & Church, 1997). 

In academic settings, the relative value of mastery versus performance goals continues to 

be highly debated among achievement goal researchers (Hulleman et al., 2010; Senko et al., 

2011; Senko & Dawson, 2017; Wormington & Linnenbrink-Garcia, 2017). Although mastery 

goals facilitate a variety of beneficial outcomes, including deep learning strategies (Day et al., 

2003; Hulleman et al., 2010; Senko & Dawson, 2017), it is performance goals and not mastery 

goals, that actually predict academic achievement (Huang, 2012; Hulleman et al., 2010; Senko & 

Dawson, 2017; Senko & Hulleman, 2013). Nonetheless, because achievement goals are the chan-

nels through which higher-order motivational dispositions are manifested, achievement motiva-

tion can be measured as a function of achievement goals (Elliot & Thrash, 2001; Liem & Elliot, 

2018). 
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Figure 1 

Socio-Cultural Hierarchical Model of Achievement Motivation  

 

Note. Adapted from “Sociocultural influences on achievement goal adoption and regulation: A 
goal complex perspective,” by G. A. D. Liem and A. J. Elliot, 2018, in G. A. D. Liem and D. M. 
McInerney, Big theories revisited 2, p. 50. 
 
Group Differences in Motivation  

The socio-cultural hierarchical model of achievement motivation utilizes ecological sys-

tems to organize the various environmental structures, life experiences (e.g., socio-historical 

marginalization and oppression), and actors that socialize a student’s identity, values, beliefs, and 

goals (Liem & Elliot, 2018; Wood & Graham, 2010). As such, researchers have found that stu-

dents’ motivational patterns and goals vary across gender and ethnic groups (Butler & Hasen-

fratz, 2017; Dupeyrat et al., 2011; Hong et al., 2020; Liem et al., 2012). Before discussing the 

relationship between motivation and those groups, however, it is prudent to define gender and 

ethnicity. Gender is used to describe cisgender individuals, or those who identify with the same 

sex and gender categories that were assigned to them at birth (Westbrook & Saperstein, 2015). 

Ethnicity is understood as a socially constructed group label ascribed to individuals based on 

commonalities in history, nation or region of origin, customs, and ways of being (Markus, 2008). 
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As there is significant overlap between ethnicity and culture, with ethnicity often being defined 

in relation to culture because culture describes values, beliefs, customs, and experiences shared 

by a group of people (Urdan & Bruchmann, 2018), the two terms are often used interchangeably. 

From a measurement perspective, though, it is important to note that dichotomizing gender or 

grouping individuals by ethnicity labels may mask important and meaningful within-group dif-

ferences (Borsboom, 2006; Elder, 1997; Urdan & Bruchmann, 2018). 

Regarding gender differences in motivation, for example, girls report more mastery goals 

and boys endorse more performance goals (Conley, 2012; Meece et al., 2006; Steinmayr & 

Spinath, 2008; Wilson et al., 2016). Female students can be more autonomously and extrinsically 

motivated than boys (Vantieghem & Van Houtte, 2018), but boys hold higher self-efficacy and 

self-concept beliefs than girls (Huang, 2013; Min et al., 2016). Even though boys earn lower 

grades than girls in school (Voyer & Voyer, 2014), boys report higher self-perceptions of compe-

tence than girls (Butler & Hasenfratz, 2017; D’Lima et al., 2014; Dupeyrat et al., 2011).  

Across ethnic groups, Black/African American students have shown higher intrinsic mo-

tivation and higher academic self-efficacy as well as more differentiated academic self-concept 

than White students (Cokley et al., 2003; Edman & Brazil, 2009; Shernoff & Schmidt, 2008). 

Asian American students demonstrated lower self-esteem, more performance-avoidance goals, 

and higher fear of failure than their White American peers (Shernoff & Schmidt, 2008; Zusho et 

al., 2005). Johnson et al. (2001) showed that Hispanic/Latinx students were more engaged at 

school than White students but less engaged than Black/African American students. In addition 

to group differences in motivation, consistent with predictions from socio-cultural theories, moti-

vation is mediated by different socialized and lived experiences. The historical oppression, stig-
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matization, and disenfranchisement of Black/African Americans has made racial identity, cul-

tural mistrust, and stereotype threat experience salient to their motivation (Caldwell & Obasi, 

2010; Gray et al., 2018; Smith, 2004; Thoman et al., 2013). Social relationships and cultural val-

ues of communalism and interdependence mediate motivation for Hispanic/Latinx students (Hill 

& Torres, 2010). Students from Eastern societies are more motivated by socially-oriented 

achievement and social goals than students from individually achievement-oriented Western so-

cieties (Liem et al., 2012).  

Measurement Scale Comparability and Sources of Differential Item functioning 

Response Styles and Group Differences in Scale Use 

On the one hand, observed group differences may reflect true group differences in moti-

vation and motivational experiences. Based on the socio-cultural model, such group differences 

are predicted based on the different ways in which motivation is socialized (Liem et al., 2012; 

Liem & Elliot, 2018). On the other hand, researchers have found evidence that groups may differ 

in their use of categorical response scales when on self-report measures of achievement motiva-

tion (Dever & Kim, 2016; Gnambs & Hanfstingl, 2014; Wetzel, Böhnke, et al., 2013). More spe-

cifically, in psychological measurement, one well-known threat to measurement comparability 

and cross-group comparisons on assessments that have Likert-type scales are response styles 

(Bolt et al., 2014; Wetzel et al., 2016). That is, when presented with categorical response scales 

on self-report measures, individuals and groups demonstrate particular response scale prefer-

ences and patterns in their reporting behaviors (Baumgartner & Steenkamp, 2001; Bolt et al., 

2014; Wetzel et al., 2016). These differences can be triggered by personality traits, idiosyncratic 

interpretations of item content, differential interpretations of response scale terms (e.g., a lot vs. 
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a little), and varying frames of reference (Bolt et al., 2014; He, Buchholz, et al., 2017; Morren et 

al., 2011; Primi et al., 2018).  

Tourangeau (2018) decomposed the cognitive process of responding to survey items into 

roughly four steps. First, a person must comprehend and interpret the meaning of an item. Next, 

long-term memory and working memory are searched for relevant information. Then, infor-

mation must be integrated into a summary judgment or estimate and, finally, that judgment or 

estimate has to be translated (i.e., mapped) onto one of the given response category options (Tou-

rangeau, 2018). Krosnick (1991) noted that the survey response process is cognitively demand-

ing, so he theorized that response styles reflect a satisficing strategy that reduces the cognitive 

burden of responding, particularly when the item demands exceeds a person’s ability or motiva-

tion to respond to the item.  

Some response styles are independent of item content (Baumgartner & Steenkamp, 2001; 

Kemmelmeier, 2016). For example, individuals with an extreme response style use the upper and 

lower ends of the response scale, ostensibly to reduce cognitive load because scale endpoints are 

more precise (Bolt et al., 2014; Johnson et al., 2005). A meta-analysis of extreme response style 

showed that Black/African Americans used extreme responding most frequently, followed by 

Hispanic/Latinx Americans and White Americans, with Asian Americans displaying the least ex-

treme responding (Batchelor & Miao, 2016). Individuals with an acquiescent or disacquiescent 

response style overuse agree and disagree categories (Baumgartner & Steenkamp, 2001; Bolt et 

al., 2014). One theory of acquiescent responding is that most survey questions are reasonable 

enough, and it is more mental effort to think of reasons to disagree with a statement than to just 

agree (Krosnick, 1991).  
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Other individuals prefer more modest responses, opting for a middling response style 

(Baumgartner & Steenkamp, 2001; Kemmelmeier, 2016). Both acquiescent and middling re-

sponse styles have been tied to cultural orientation (e.g., collectivist vs. individualistic; Johnson 

et al., 2005). For example, students from East Asian cultures tend to respond in the middle of the 

scale and to avoid the positive end (Hamamura et al., 2009; Min et al., 2016), possibly due to 

their dialectic thinking and collectivist emphasis (Hamamura et al., 2009; Johnson et al., 2005). 

In contrast to extreme or acquiescent scale use, socially desirable responding is explicitly related 

to item content (Kemmelmeier, 2016). Individuals specifically select responses that portray them 

in a more favorable or positive way than they actually are (Kemmelmeier, 2016; Lalwani et al., 

2009; Paulhus, 1991). Hispanic/Latinx individuals have been found to score higher on social de-

sirability measures than White individuals, which researchers attributed to collectivist versus in-

dividualist cultural mechanisms (Hopwood et al., 2009). 

Response Scale Use in Motivation Measures 

Research on response styles in motivation items is fairly limited, particularly at the group 

level. At the individual level, response styles have typically been studied as a function of socially 

desirable responding because achievement goals are argued to reflect substantive personality 

traits related to self-presentation and approval (Day et al., 2003; Elliot et al., 2018; Tan & Hall, 

2005). Although some researchers have found that controlling for social desirability had little ef-

fect on the achievement goals students selected (Elliot et al., 2011, 2016), socially desirable re-

sponding has yielded inflated factor loadings and biased estimates between goal orientation con-

structs (Day et al., 2003; Tan & Hall, 2005). In achievement striving, Wetzel and Carstensen 

(2017) found the presence of other types of response styles, including a correlation of 0.824 with 

acquiescent response style and a correlation of -0.707 with disacquiescent response style. 
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Though there is a dearth of literature on group-specific response scale use in achievement 

motivation, existing evidence does show that groups have specific reporting patterns on 

measures of motivation and other related constructs. For example, He and Van de Vijver (2016a) 

attributed the negative correlation between students’ self-reported motivation at the country level 

and their academic achievement to country and culture-specific response styles. Likewise, alt-

hough Black/African American and Hispanic/Latinx students do not perform academically as 

well as their White counterparts, the reasons for which are highly complex and beyond the scope 

of this review, those students nonetheless rate themselves as having higher academic self-effi-

cacy than their White peers (e.g., Edman & Brazil, 2009). This “motivation-achievement para-

dox” has been taken as evidence of group-specific scale use (e.g., He & Van de Vijver, 2016a). 

Boys are positively biased in their estimation of math abilities and self-concept, while girls mod-

estly underestimate their abilities in relation to how they actually perform (Butler & Hasenfratz, 

2017; Dupeyrat et al., 2011; Min et al., 2016). Cognitive validity studies also reveal that achieve-

ment goal items are not always interpreted as intended (Warnecke et al., 1997). Taken together, 

these findings show that groups demonstrate different response behaviors in motivation items.  

Measurement Effects of Group Differences in Response Scale Use 

Response styles are problematic in measurement because they can distort distributions 

and estimates (Bolt et al., 2014; Kemmelmeier, 2016). For example, extreme response style or 

acquiescent response style yields scores that may be inflated compared to the respondent’s true 

level of the latent construct (Bolt et al., 2014). If observed scores are interpreted as reflecting the 

“amount” of the latent construct an individual has, then construct estimates will by extension be 

confounded by the presence of response styles and response styles become a source of systematic 

measurement error (Bolt et al., 2014; Steinberg & Thissen, 2006). This is problematic because 
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distorted measurements decrease score precision and can lead to inaccurate inferences (Osterlind 

& Everson, 2010). Moreover, variance due to response scale use can lead to groups being on dif-

ferent measurement scales, which threatens the comparability of score meaning and cross-group 

comparisons, and can induce DIF (Baumgartner & Steenkamp, 2001; Böckenholt & Meiser, 

2017; Gnambs & Hanfstingl, 2014; Grimm & Church, 1999).  

Evidence of the impact of group-level response scale use as a source of DIF is limited, 

and the research that has been conducted has yielded conflicting results. For example, Wetzel, 

Carstensen, et al. (2013) used latent class analyses to identify different types of reporting behav-

iors across men and women. Although controlling for scale use changed DIF classifications to 

varying degrees, with some items even only showing DIF after controlling for response styles, 

there was little overall practical impact of changes to DIF (Wetzel, Carstensen, et al., 2013). 

Gnambs and Hanfstingl (2014) followed the same approach used by Wetzel and colleagues and 

similarly found that response scale use had a negligible impact on DIF. However, in both studies, 

response styles were derived through latent class analyses and classes were dichotomized to re-

flect either extreme or non-extreme reporting behaviors. In contrast, simulation studies that con-

trolled for response scale with methods such as logistic regression and multiple-indicators multi-

ple causes models, more accurately detected DIF (Bolt & Johnson, 2009; Chen et al., 2017; Jin & 

Chen, 2019). 

Researchers have used a variety of methods to account for the measurement effects of re-

sponse styles on self-report assessments, including explicit response style measures (e.g., Bal-

anced Inventory of Desirable Responding), alternative response scale formats, and statistical 

techniques (He, Van de Vijver, et al., 2017; Hopwood et al., 2009; Kyllonen & Bertling, 2013). 

He and colleagues derived a general response style factor, which they used to control for scale 
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use in regression analyses (He, Van de Vijver, et al., 2017; He & Van de Vijver, 2016b). Re-

sponse styles have also been modeled as an explicit statistical dimension (e.g., Bolt et al., 2014; 

Ferrando, 2014; Jonas & Markon, 2019) and estimated with latent class factor analysis and 

mixed Rasch models (e.g., Chen et al., 2017; Morren et al., 2011; Wetzel, Carstensen, et al., 

2013). These modeling approaches actually reflect a particular view of how response styles func-

tion. When viewed categorically, individual response styles reflect global, qualitative differences 

that an individual either does or does not apply to all items (Austin et al., 2006; Wetzel, Böhnke, 

et al., 2013). The continuous perspective allows respondents to display different degrees of a par-

ticular response style (Bolt et al., 2014; Bolt & Johnson, 2009), which is the perspective es-

poused in this study.  

Anchoring vignettes are a combined survey design/statistical tool that can be used to sta-

tistically control for the effects of response styles on cross-group comparisons (Dever & Kim, 

2016; King et al., 2004). In the next section, the scoring approaches and measurement assump-

tions for anchoring vignettes are described as well as how the vignettes can correct for response 

scale use in DIF.  

Anchoring Vignettes 

Anchoring vignettes were initially developed to improve survey comparability in political 

science and political self-efficacy research (King et al., 2004). They have most often been used 

on measures of political attitudes, quality of life, and self-rated health (Au & Lorgelly, 2014; 

Grol-Prokopczyk et al., 2015; Knott et al., 2017; Mojtabai, 2016; Peracchi & Rossetti, 2012). 

The vignettes were introduced into the Programme for International Student Assessment (PISA) 

in 2012 to correct for the impact of individual differences in response scale use on cross-country 

comparisons in attitudinal items (Cheung et al., 2018). Anchoring vignettes have improved item 
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discrimination and widened category thresholds as well as increased test information, reliability, 

and internal consistency (He, Buchholz, et al., 2017; Marksteiner et al., 2019; Primi et al., 2016; 

Weiss & Roberts, 2018).  

In anchoring vignette procedures, a respondent is presented with a set of self-report items 

and a set of hypothetical scenarios depicting a particular level of the construct of interest; indi-

vidual self-report items are then rescored relative to a person’s ratings of the vignettes (Kapteyn 

et al., 2011). The measurement theory behind the vignettes is that because they are written to re-

flect an absolute level of the construct (e.g., low, medium, high), any systematic differences in 

responses to the same vignettes are supposed to reflect response styles that can be “subtracted” to 

yield a response-style variance free estimate of the latent construct (Hopkins & King, 2010; King 

& Wand, 2007). In this study, the methodological rationale behind the use of the vignettes was 

that if response scale use was the source of DIF, then accounting for individual response scale 

use, and by extension group-level scale use, would decrease group differences in measurement 

scales and therefore decrease DIF.  

There are two approaches to rescoring self-report items with the vignettes. In the para-

metric approach, self-assessment equations are modeled relative to a set of vignette equations in 

a hierarchical ordered probit (HOPIT) model (Paccagnella, 2013). Group differences in reporting 

behaviors are accounted for by allowing self-report item thresholds to vary relative to fixed vi-

gnette item thresholds (von Davier et al., 2018; Weiss & Roberts, 2018). Although the HOPIT 

model reveals group differences, an important limitation is that individual responses are not ad-

justed for scale use (Grol-Prokopczyk et al., 2011). In contrast to the parametric approach, the 

nonparametric method utilizes respondent-dependent scoring to account for individual scale use 

(King & Wand, 2007; von Davier et al., 2018). Specifically, a person’s self-report responses are 
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“rescaled” relative to their personal ratings of the vignettes (King & Wand, 2007; von Davier et 

al., 2018). This process “stretches” the response scale and increases item discrimination (King et 

al., 2004; Primi et al., 2016; von Davier et al., 2018).  

The nonparametric scoring procedure produces a new set of vignette-adjusted item re-

sponses that have accounted for response scale use and can be modeled the same way as the un-

adjusted item response (King & Wand, 2007; Weiss & Roberts, 2018). The formula is based on 

2J + 1 scale, where J is the number of vignettes. With three vignettes, depending on a person’s 

ratings of Z"# vignettes, their individual self-assessment responses, X" ∈ {1,2,3,4}, are trans-

formed onto a 7-point vignette-adjusted variable on the C-scale, Y" ∈ {1,2,3,4,5,6,7} as (von Da-

vier et al., 2018): 

Vignette-Adjusted 
Score 

Relationship Between 
Self-Report and Vignette Ratings 

𝐶 = 	

⎩
⎪⎪
⎨

⎪⎪
⎧
Y" = 1	if	X" < Z$										
Y" = 2	if	X" = Z$										
Y" = 3	if	Z$ < X" < Z!
Y" = 4	if	X" = Z!										
Y" = 5	if	Z! < X" < Z%
Y" = 6	if	X" = Z%										
Y" = 7	if	X" > Z%										

 

(lower than low-level vignette) 
(same as the low-level vignette) 
(in-between the low and middle-level vignette) 
(same as the middle-level vignette) 
(in-between middle and high-level vignette) 
(same as the high-level vignette) 
(higher than the high-level vignette) 

 
For example, if Respondent A rated items 𝑥$ to 𝑥& as 1 (strongly disagree), 2 (disagree), 3 

(agree), and 4 (strongly agree), and rated vignettes Z$ as 2 (disagree), Z! as 3 (agree), Z% as 4 

(strongly agree), then Respondent A’s self-report item responses would be recoded as (𝑥" =

1, 𝑦" = 1), (𝑥" = 2, 𝑦" = 2), (𝑥" = 3, 𝑦" = 4), and (𝑥" = 4, 𝑦" = 6). See Figure 2 for a visual ex-

ample of how the nonparametric formula is implemented. By expanding the response scale from 

four to seven points, item discrimination for vignette-adjusted scores is presumed to increase 

(He, Buchholz, et al., 2017), and those adjusted scores are expected to be free from response 
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style variance, which ultimately yields a more accurate measure of the construct (King et al., 

2004; Primi et al., 2016) and is hypothesized therefore to reduce DIF.  

However, the nonparametric method is not without disadvantages. In particular, the for-

mula above shows that in order for the nonparametric method to yield a single scalar point value 

(i.e., 1, 2, etcetera) for vignette-adjusted self-report responses, the vignettes must be strictly or-

dered (i.e., Z$ < Z! < Z%… < Z'), with no allowances for tied ratings. These requirements are 

directly related to the measurement assumptions for the vignettes, which are described in the 

next section.  

Figure 2 

Examples of Nonparametric Anchoring Vignette Adjustments 

 
Note. From “PISA 2012 Technical Report,” by the Organisation for Economic Co-operation and 
Development, 2014, (https://www.oecd.org/pisa/pisaproducts/PISA-2012-technical-report-fi-
nal.pdf). 

 
Measurement Assumptions for Anchoring Vignettes 

Anchoring vignettes rest on two measurement assumptions: response consistency and vi-

gnette equivalence. Response consistency is a within-person assumption that relies on respond-

ents applying the same intrapersonal category threshold to both their self-report responses and to 
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their ratings of the vignette characters (King et al., 2004; von Davier et al., 2018). For example, a 

respondent must have the same internal cutoff for agree for their self-assessment and vignette 

ratings. Instead of explicitly testing for response consistency, it is usually assumed given the 

likelihood of a study’s findings (Weiss & Roberts, 2018). Evidence that response consistencies 

violations occur, for example, when vignettes reflecting different construct levels are rated 

equally (i.e., tied) by a respondent (von Davier et al., 2018). With tied vignette responses, instead 

of a single value, rescored self-report responses actually take on a vector of values (King et al., 

2004; Mõttus et al., 2012). For example, in Figure 2, Student C rated Z! = Z%; therefore, Student 

C’s vignette-adjusted score for Item 1 took on the range of values from four to six. See Appendix 

A for the complete distribution of nonparametric responses with three vignettes.  

Because vectors yield less precise results than a single point estimate, researchers using 

the nonparametric scoring have developed various approaches to selecting a single point from 

the vector (King et al., 2004; Mõttus et al., 2012). One approach involves estimating the propor-

tion of each response category and allocating a single value to the vector responses (King & 

Wand, 2007). King and Wand’s (2007) solution was the HOPIT model that directly models 

threshold parameters. The OECD (2013) recommends using the lowest score from the vector as 

the minimum value “clearly pertains to the respondent rather than a higher value that just might 

pertain to the respondent” (p. 356). Using the lowest interval value has been shown to yield 

higher reliability (Primi et al., 2016, 2018; von Davier et al., 2018; Weiss & Roberts, 2018). 

However, after finding a relationship between vignette ordering and academic achievement with 

a sample of Brazilian adolescents, Primi et al. (2018) cautioned that recoding with the lowest in-

terval value could lead to lower scores for respondents with order violations.  
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Vignette equivalence is a between-person assumption and refers to the idea that all re-

spondents interpret the construct level depicted in a given vignette the same way (King et al., 

2004). Vignette equivalence is usually tested by examining the order of vignette ratings, because 

if the vignettes are understood the same way by all respondents, they should rank-order the vi-

gnettes the same way (Bzostek et al., 2016; Grol-Prokopczyk, 2014; He, Buchholz, et al., 2017). 

Conversely, if respondents misorder the vignettes (i.e., rate a lower level vignette higher than a 

higher level vignette) then, by definition, they are not interpreting the vignettes the same way 

(Bzostek et al., 2016; He, Buchholz, et al., 2017). Although misordered vignettes are logically 

uninterpretable, if vignettes are poorly constructed or have low discrimination, discarding obser-

vations from students with ties or misordering could result in significant loss of information 

(Bago d’Uva et al., 2008). Therefore, PISA recommends that order violations are re-classified 

into ties at the highest category (e.g., if Z$ < Z% < Z!, Z = {1, 4, 2} is converted into Z = {1, 4, 

4}) and then treated according to procedures for ties (OECD, 2013). Although the assumptions 

of response consistency and vignette equivalence are not always easy to meet, researchers have 

proceeded with analyses even when these assumptions have been violated (He, Van de Vijver, et 

al., 2017; Stankov et al., 2018; Weiss & Roberts, 2018). 

Summary 

In this section, group differences in achievement motivation, group differences in re-

sponse scale use and response styles, and the impact of such differences on measurement scale 

comparability were described. Methods to address response scale use and how anchoring vi-

gnettes can be used to account for group differences in response scale as a source of DIF on DIF 

were also discussed. In the next section, the methodological conceptual framework and DIF 

method for this study are reviewed.  
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Methodological Conceptual Framework 

Fairness in Assessment 

Fairness in assessment is complicated and can be conceptualized in a variety of ways 

(Helms, 2006; Kane, 2010; McNamara & Roever, 2006; Xi, 2010; Zwick, 2019). From a philo-

sophical perspective, fairness has to do with justice and the fairness of tests for particular groups 

(Kane & Bridgeman, 2017; McNamara & Roever, 2006; Nisbet & Shaw, 2019). This is espe-

cially relevant given the history of assessment and the adverse impact testing has had on groups 

that have been traditionally stigmatized or marginalized (McNamara & Roever, 2006; Nisbet & 

Shaw, 2019; Sireci & Rios, 2013). Persistent concerns about systematic inequalities in U.S. edu-

cational institutions demand that tests should not be used in biased (e.g., selection) or harmful 

ways (e.g., to discriminate, to reinforce stereotypes; Camilli, 2013; Kane & Bridgeman, 2017; 

Nisbet & Shaw, 2019). Tests should be logically and ethically defensible; test-takers should be 

treated equitably and with respect and sensitivity (Camilli, 2013; Kane, 2010). Such a broad per-

spective of fairness captures the historical roots of fairness and how it is fundamentally driven by 

concerns regarding the social, ethical, political, and legal implications of testing (Camilli, 2013; 

Nisbet & Shaw, 2019; Xi, 2010). 

Fairness in Measurement 

Fairness can also be defined more narrowly in relation to measurement and measurement 

scales (Boer et al., 2018; Poortinga, 1989). In the Standards for Educational and Psychological 

Testing (hereafter referred to as “the Standards”), a fair test is one that “reflects the same con-

struct(s) for all test-takers, and scores from it have the same meaning for all individuals in the in-

tended population” (AERA et al., 2014, p. 50). Fairness is operationalized in the Standards as 

fairness in treatment during the testing process, fairness in access to the constructs measured 
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(i.e., equal opportunity to show standing on construct), fairness in the validity of individual test 

score interpretations for the intended uses, and fairness as the absence of measurement bias.  

Fairness as the absence of measurement bias has to do with the comparability of measure-

ment scales (AERA et al., 2014). More specifically, in order to interpret an observed test score 

for its intended use, measurement scales must be equivalent such that the “same attribute…re-

late[s] to the same set of observations in the same way in each group” (Borsboom, 2006, p. S 

176). When measurement scales are comparable (i.e., equivalent/invariant) for all respondents, 

then scores have the same psychological meaning and it is psychometrically fair to compare 

groups (Borsboom, 2006; McNamara & Roever, 2006; Poortinga, 1989; Ziegler & Brunner, 

2016). However, if characteristics of items and tests function differently across groups such that 

groups were on different measurement scales, then that would threaten the fairness of cross-

group comparisons (Kane, 2013; Messick, 1995; Osterlind & Everson, 2010). As Borsboom 

(2006) contended, “unless measurement invariance holds, fairness and equity cannot exist in 

principle” (p. 179).  

Fairness and Differential Item Functioning  

Within a fairness framework, measurement scale comparability can be evaluated using 

DIF (AERA et al., 2014; Zumbo, 2007). In a typical DIF analysis, respondents are separated into 

two groups, referred to as the reference group and focal group, and then they are matched by 

construct level (Oshima et al., 2015). The reference group usually reflects the majority, while the 

focal group includes the minority population for whom there is concern that an item might be un-

fair (Sireci & Rios, 2013; Turner & Keiffer, 2019). Matching groups by construct level is neces-

sary to avoid confounding DIF with mean group differences (DeMars, 2010). After matching re-
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spondents by construct level, if the statistical parameters for an item or test are the same, regard-

less of group membership, then that would indicate that groups are on the same measurement 

scale; that is, it would indicate fairness as the absence of measurement bias (Clauser & Mazor, 

2005). If groups were not on the same scale, then DIF would uncover the presence of those 

group differences (Osterlind & Everson, 2010). 

When evaluating two groups, such as gender, which group is assigned to serve as the ref-

erence group is arbitrary for statistical purposes (Ellis & Kimmel, 1992; Oshima et al., 2015). 

However, with a multilevel group such as ethnicity that lends itself to a multiple-group DIF 

(MG-DIF) analysis, the choice of reference group becomes more important (Ellis & Kimmel, 

1992; Sari & Huggins, 2015). In particular, even if it is inadvertent, researchers make an under-

lying value statement about fairness and standards for comparison when they select a specific 

group as the reference group (e.g., using White students as the reference group implies that 

White students should be the reference point; Martinková et al., 2017; Sari & Huggins, 2015; 

Sue, 1996). To avoid this predicament, a composite, or common base group that reflects an aver-

age sample of the total multiple-group sample size, can be constructed to serve as the reference 

group in an MG-DIF (Ellis & Kimmel, 1992; Oshima et al., 2015; Sari & Huggins, 2015). In re-

lation to a common base group, fairness reflects the absence of DIF between the base group and 

the focal ethnic group.  

Ellis and Kimmel (1992) further argued that when the reference group reflects the aver-

age, any difference between the base group and the focal group captures group-specific response 

patterns. While it is true that DIF in relation to an average group reveals the difference in meas-

urement scales between the focal group and the base group, it cannot necessarily be assumed that 

those differences are only due to response scale use. Correcting for response scale use with the 
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vignettes can provide additional evidence that the source of DIF in relation to the base group is 

response scale use. To that end, if groups show reduced DIF in base group comparisons after 

self-report responses are adjusted with the vignettes, then that could indicate the presence of 

group-specific differences in response scale use.  

Hybrid DIF Framework 

There are myriad DIF detection procedures and almost as many taxonomies to classify 

such procedures. Within the context of fairness testing, Camilli (2006) divided DIF procedures 

into those based on item response models (IRT) and those based on observed-score analysis, 

such as Mantel-Haenszel methods and logistic regression (LR). Logistic regression DIF is advan-

tageous over other observed-score-based DIF methods because LR models can accommodate 

polytomous items, use either a discrete or continuous matching variable, be extended to multiple 

groups, and identify both uniform and nonuniform DIF (Magis et al., 2011; Millsap & Everson, 

1993; Swaminathan & Rogers, 1990; Zumbo, 2007). Uniform DIF indicates that one group is 

consistently favored by an item; that is, after groups are matched by construct level, the item is 

easier for one group to endorse (Jodoin & Gierl, 2001; Sireci & Rios, 2013). Nonuniform DIF 

reflects an interaction between groups and the construct such that the magnitude and direction of 

group differences in response probabilities vary along the ability spectrum (Jodoin & Gierl, 

2001; Sireci & Rios, 2013). 

Because IRT estimates are modeled as a function of both item characteristics and person 

characteristics, IRT estimates are more precise than the total score typically used to match partic-

ipants in observed-score-based DIF methods like LR (Sharkness, 2014). With short scales where 

the score from the item being investigated for DIF is included in the matching variable, the accu-

racy of the total score becomes even more important given that total scores yielded from fewer 
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items are generally less reliable under the assumptions of classical test theory (Balluerka et al., 

2014; Crane et al., 2006; DeVellis, 2006; Millsap & Everson, 1993). As such, modern DIF meth-

ods have begun to integrate different DIF frameworks into “hybrid” approaches that include ele-

ments from latent trait (e.g., IRT) and observed-score DIF methods (e.g., LR; Choi et al., 2011; 

Millsap, 2006). In this study, each item was fit to a graded response model (GRM), and then the 

difference in likelihood ratios tests between GRMs for each group was tested for DIF using ordi-

nal logistic regression. Consequently, instead of the observed score that is usually the matching 

criterion for an LR DIF, respondents are matched with a GRM-derived trait estimate (Choi et al., 

2011). 

In the next section, IRT modeling and the GRM are introduced to provide a foundation 

for the detailed description of ordinal logistic regression DIF.  

Graded Response Model  

 In IRT, the relationship between the construct of interest and probability of an item re-

sponse is captured through a nonlinear, monotonically increasing logistic curve called an item 

response function (IRF; Raju et al., 2002; Reise, 2014). The mathematical formula depicting the 

IRF for a 2-parameter binary logistic model is: 

𝑃(𝑥" = 1|𝜃) = (')	(,!(-.	/!))
$1(')	(,!(-.	/!))

,     (1) 

where 𝑃(𝑥" = 1|𝜃) is the probability of a correct response to item i conditioned on examinee 

trait level 𝜃, a is the discrimination (i.e., slope) parameter, and b is the difficulty (i.e., location) 

parameter. Item discrimination describes the strength of the relationship between 𝜃 and the item 

(Teresi et al., 2012). The steeper the slope of an IRF, the more differentiating the item is, with 

item discrimination generally falling between 0 and 2 (Hambleton et al., 1991; Reise, 2014). 
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Higher slopes provide more discrimination and information around the middle of the trait contin-

uum, so items with larger slopes discriminate better between individuals in the average range as 

compared to items with smaller slopes (Reise, 2014). The b parameter provides item location and 

indicates the point along the latent construct spectrum where the probability of endorsing an item 

response is .50 (Hambleton et al., 1991). Item difficulty generally ranges from -2.0 to +2.0, with 

IRFs for the easiest items shifted negatively to the left on the x-axis and the IRFs for harder 

items shifted positively to the right on the x-axis (Hambleton et al., 1991; Reise, 2014). 

The GRM is one polytomous item extension of IRT models (Samejima, 2010). For di-

chotomous items, two IRFs are calculated to reflect the probability of a correct or incorrect an-

swer (Cohen et al., 1993). For polytomous items, multiple IRFs must be estimated to reflect the 

probability of selecting a particular response category (Reise, 2014). Specifically, the GRM esti-

mates category response functions (CRF) for k ordered categories, where the CRF captures the 

relationship between the construct level and the cumulative probability of selecting at or above 

response category k (Cohen et al., 1993; Reise, 2014). CRFs for k-1 (b) thresholds are estimated, 

with each response category having a boundary response function (BRF) that is estimated as a 

function of one common slope. The BRF indicates the construct level needed to have a 50% or 

higher chance of responding above the threshold between adjacent categories (Reise, 2014). 

Items with high discrimination yield steeper BRFs, and narrower, more peaked CRFs (Oshima & 

Morris, 2008; Reise, 2014). When the distance between boundary functions is large, an item dis-

criminates well across all levels of the construct; if the distance is narrow, the opposite is true 

(Reise, 2014; Song et al., 2011). The BRF is functionally equivalent to the IRF for a dichoto-

mously scored item (Raju et al., 2002), and the sum of the IRFs for a polytomous item yields an 
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item true score function that is equivalent to the IRF for the second category of a dichotomously 

scored item (Cohen et al., 1993).  

With the GRM, DIF can be visualized by plotting the IRFs and CRFs for each group and 

evaluating the difference between groups across the 𝜃 range (Oshima & Morris, 2008). However, 

although IRFs can inform the type of DIF (i.e., uniform or nonuniform), Penfield (2007) argued 

that studying the patterns of between-group differences in response probabilities for each score 

level within a differential step functioning framework can provide insight into the causes of DIF 

in a polytomous item. In step taxonomy, causes of DIF can be identified by examining the loca-

tion of DIF in an item (i.e., pervasive or non-pervasive) and the consistency of DIF magni-

tude/sign across score levels (i.e., constant, convergent, or divergent; Penfield et al., 2009). 

The source of DIF is constant and pervasive when all score levels show equally “substan-

tial” differences in category thresholds between groups and indicate that the cause of DIF is lo-

cated at the item level (e.g., item prompt, item content). In contrast, non-pervasive effects are 

present when only one or a few response categories evidence threshold differences (Penfield et 

al., 2009); non-pervasive patterns indicate that the source of DIF is not at the item level, but ra-

ther is caused by something at a particular score level (Penfield et al., 2009). When category 

thresholds consistently favor one group, but the size of the threshold differences between groups 

varies according to score level (i.e., convergent effects), the source of DIF is due to either the un-

equal distribution of item-level DIF effects at each score level or the presence of multiple 

sources of DIF affecting different score levels (Penfield et al., 2009). Conversely, a shift in cate-

gory thresholds from favoring one group to the other group across score levels (i.e., divergent ef-

fects) offers evidence of multiple sources of DIF that are local to a particular score level 

(Penfield et al., 2009). 
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Because the GRM is the polytomous item extension of the 2-parameter logistic response 

model, when the GRM is used to generate the construct estimate, the GRM and ordinal logistic 

regression models are nearly equivalent, with both models reflecting the same hypothesis about 

the relationship between items and persons (Crane et al., 2006; Gnambs & Hanfstingl, 2014). As 

such, the following description of ordinal logistic regression models is assumed to also apply to 

the GRM formulation used in the hybrid DIF framework.  

Ordinal Logistic Regression DIF Models 

Logistic Regression DIF. In the original formulation for an LR DIF with dichotomous 

items, the probability of a correct response takes the same form as Equation 1, and the condi-

tional difference (i.e., DIF) between groups is modeled as (Swaminathan & Rogers, 1990): 

𝑃C𝑢"# = 1|𝜃"#E =
((#$%&	#(%)(%)

[$1	((#$%&	#(%)(%)]
, 𝑖 = 1,… , 𝑛# , 𝑗 = 1, 2,  (2) 

where 𝑢"# is the probability of item response u by person i in group j, 𝜃 is the construct level, 𝛽4# 

is the intercept parameter, and 𝛽$# is the slope parameter for group j. According to Equation 2, if 

the logistic regression curves for the two groups are identical (i.e., 𝛽4$ = 𝛽4! and 𝛽$$ = 𝛽$!), 

then DIF is not flagged. If 𝛽4$ ≠ 𝛽4! (i.e., unequal intercepts) but 𝛽$$ = 𝛽$! (i.e., equal slopes), 

then the difference in intercepts indicates uniform DIF, with one group consistently scoring 

higher (i.e., favored) than the other across 𝜃. If 𝛽4$ = 𝛽4!, but 𝛽$$ ≠ 𝛽$!, then the logistic curves 

for the two groups are not parallel, which indicates nonuniform DIF and that the difference be-

tween groups varies along the ability spectrum. The difference between models yields an omni-

bus likelihood ratio 𝜒! statistic that can be tested for statistical significance against a 𝜒! distribu-

tion with 2 df (Swaminathan & Rogers, 1990).  

Ordinal Logistic Regression DIF. Logistic regression DIF models can be extended to 

accommodate ordered polytomous items using a variety of methods. For example, the response 
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probabilities for adjacent categories can be compared, or polytomous items can be recoded into a 

series of dichotomous logistic regressions (Agresti, 2002; Miller & Spray, 1993). Another ap-

proach involves fitting a sequence of cumulative probabilities, or logits (Agresti, 2002; French & 

Miller, 1996; Miller & Spray, 1993). With polytomous items, logits are the natural logarithm of 

the ratio reflecting the probability of selecting a response category to the probability of not se-

lecting a response category (French & Miller, 1996). In a cumulative logit model, ordered re-

sponse categories C become C – 1 cumulative logits, with each logit having its own intercept. 

The cumulative logit in a regression model of ordinal responses is (Zumbo, 1999): 

logit[𝑃(𝑌 ≤ 𝑗)] = 𝛼# + 𝛽(X), 𝑗 = 1,…𝐶 − 1,   (3) 

where j is the category selected (e.g., agree, strongly agree), C is the number of response options 

(e.g., 3-point scale), and X is a set of predictors (Agresti, 2002; Zumbo, 1999). The effect of a 

given predictor in Equation 3 is assumed to be constant for each cumulative probability across all 

j such that the odds of selecting a response category is the same for all possible combinations 

when C-category responses are collapsed to a binary variable. Because 𝛽 is constant, logits can 

be incorporated into a proportional odds model that simultaneously uses all cumulative logits and 

indicates the cumulative odds of selecting a response category (Agresti, 2002).  

Equation 3 can be re-written to express the full ordinal logistic regression DIF model as 

(Osterlind & Everson, 2010; Zumbo, 1999): 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) = 𝛼5 + 𝛽$𝜃     (Model 1) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) = 𝛼5 + 𝛽$𝜃 + 𝛽!𝑔𝑟𝑜𝑢𝑝    (Model 2) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) = 𝛼5 + 𝛽$𝜃 + 𝛽!𝑔𝑟𝑜𝑢𝑝 + 𝛽%(𝜃 ∗ 𝑔𝑟𝑜𝑢),  (Model 3) 
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where 𝑃(𝑢" ≥ 𝑘) is the probability of item response u to item i is category k or higher, 𝛼5 is the 

category intercept and reflects the maximum likelihood probability of selecting response cate-

gory k, 𝜃 is the construct estimate derived from the GRM, group indicates the reference group 

and captures the dependency between an item response and group membership, and (𝜃 ∗ 𝑔𝑟𝑜𝑢𝑝) 

describes the interaction between group and 𝜃.  

Multiple-Group DIF. Although multiple-group DIF has not been well-studied (Magis et 

al., 2011; Oshima et al., 2015), ordinal logistic regression DIF models can also be extended to 

accommodate multiple groups by including common and group-specific parameters as (Finch, 

2016; Magis et al., 2011): 

𝐿𝑜𝑔𝑖𝑡(𝜋"6) = 𝛼 + 𝛽𝑆" + 𝛼6 + 𝛽6𝑆",     (4) 

where 𝛼 is the common intercept across groups and 𝛽 is the common slope across groups. Binary 

indicators can be added to each 𝛽 parameter for all groups except one to reveal group-specific 

effects (Choi et al., 2011). 

Ordinal Logistic Regression DIF Detection 

Ordinal logistic regression (OLR) DIF begins by first fitting Models 1, 2, and 3 as hierar-

chically structured logistic regressions (Choi et al., 2011). The models evaluate if the separate 

(i.e., uniform DIF) and combined effects (i.e., nonuniform) of group and group x ability interac-

tion on the probability of an item response are statistically significant, above and beyond the 

ability estimate (Zumbo, 1999). The dependent variable is the probability of selecting a response 

category (i.e., item response). The independent variables are the matching criterion, the group 

term, and the interaction term. The models are implemented sequentially as a likelihood ratio, 

beginning with the matching criterion, followed by the group variable, followed by the interac-

tion term (Zumbo, 1999). In the hybrid DIF framework, each GRM yields a likelihood ratio 𝜒! 
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test, and the difference in likelihood ratio 𝜒! tests between nested models is tested for signifi-

cance against a 𝜒! distribution using OLR to flag DIF (Choi et al., 2011). That is, the p-value 

from the 𝜒! test associated with the -2 log-likelihood difference between nested models is used 

as the DIF flagging criterion. A significant p-value indicates that the more complex model fits 

the data as well as the model to which it was being compared (Segeritz & Pant, 2013). 

 DIF is statistically detected by comparing hierarchically nested models in two stages 

(Crane et al., 2006; Lai et al., 2005; Oliveri et al., 2016). In the first stage, the difference between 

Model 3 and Model 1 is tested for omnibus DIF or “total DIF effect” (Choi et al., 2011). Under 

the omnibus DIF test (df = 2), the aggregated effects of uniform and nonuniform DIF are re-

flected in 𝐻4:	𝛽! = 𝛽% = 0 (Swaminathan & Rogers, 1990) and 𝐻$:	𝛽! ≠ 0 (uniform DIF) and 

𝐻$:	𝛽% ≠ 0 (nonuniform DIF; Jodoin & Gierl, 2001; Scott et al., 2010). This test is interpreted 

as: after controlling for the level of the construct, there is or is not a significant relationship be-

tween group membership and the probability of an item response. If the relationship is signifi-

cant, then the item is flagged for DIF. 

The second stage of DIF detection is partitioned into two steps, each with a df = 1 likeli-

hood ratio 𝜒! test (Crane et al., 2006). In the first step, nonuniform DIF is assessed by comparing 

Model 3 to Model 2 (Crane et al., 2006). The null hypothesis is 𝐻4:	𝛽% = 0; if 𝛽% is significant, 

then nonuniform DIF is detected and group differences are assumed to vary by construct level 

(Sireci & Rios, 2013). If 𝛽% > 0, then the item favors students with higher levels of the construct 

in the reference group and lower construct levels in the focal group; if 𝛽% < 0, the opposite pat-

tern occurs (Jodoin & Gierl, 2001). In the second step, uniform DIF is detected by comparing 

Model 2 to Model 1 (Choi et al., 2011; Crane et al., 2006). The null hypothesis tested is 𝐻4:	𝛽! =

0; if 𝛽! is significant, then uniform DIF is detected. If 𝛽! > 0, then the item favors the reference 
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groups; if 𝛽! < 0, then the item favors the focal group (Jodoin & Gierl, 2001). 𝛽! reveals if there 

is a significant difference between group responses after controlling for overall construct level 

(i.e., the effect of group membership), while 𝛽% reveals the consistency of those differences 

across 𝜃 (Teresi & Jones, 2016; Zumbo, 2007). 

Effect Sizes and Power. Because statistical power is a function of sample size, DIF is 

often statistically detected in large samples (Jodoin & Gierl, 2001; Kim et al., 2007). Further 

compounding the problem is that when logistic regression is used for DIF analyses, the multiple 

comparisons can lead to inflated type I errors (Jodoin & Gierl, 2001). The combined effect of a 

large sample size with multiple comparisons means that DIF will be flagged frequently, but the 

DIF may have little practical meaning (Suh, 2016). As Crane et al. (2007) noted, “Especially 

when there are large sample sizes, it is possible to have a statistically significant but practically 

irrelevant relationship between a demographic covariate and the probability of item responses” 

(p. 12). Therefore, to control for type I errors, the combined use of both an effect size that quanti-

fies the magnitude of DIF as well as criteria to determine if any DIF is substantively meaningful 

or practically significant is necessary (Jodoin & Gierl, 2001; Stark et al., 2004; Suh, 2016). 

Although logistic regression DIF is somewhat disadvantaged by the absence of an associ-

ated effect size, pseudo 𝑅! values2 are often used to quantify the magnitude of OLR DIF (Jodoin 

& Gierl, 2001; Zumbo, 1999). Differences in pseudo 𝑅!	values between models describe the 

amount of variance added to a model when a new term is introduced to the regression equation 

(Oliveri et al., 2012; Zumbo, 1999). Each OLR DIF yields a corresponding pseudo 𝑅! value that 

 

2 This is the same 𝑅+ that is typically reported in an ordinary least squares regression. Note that in logistic regres-
sion, 𝑅+ is called pseudo 𝑅+. 
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can be used as the DIF effect size (Jodoin & Gierl, 2001; Zumbo, 1999). For example, the differ-

ence in pseudo 𝑅! values between Models 1 and 2 can be defined as (Jodoin & Gierl, 2001): 

Δ𝑅! = 𝑅!7$ − 𝑅!7!      (4) 

The magnitude of nonuniform DIF is reflected in the difference between Model 3 and Model 2, 

which describes the unique variation attributed to the group-ability interaction; therefore, it is 

considered a measure of how much nonuniform DIF is present in an item (Zumbo, 1999). The 

magnitude of uniform DIF can be calculated as the change in 𝑅! between Model 2 and Model 1 

(Equation 4), which reflects the variation attributable to group membership (Zumbo, 1999). 

There are a variety of pseudo 𝑅! statistics, including the Cox & Snell, Nagelkerke, and 

McFadden, that are all calculated slightly differently and therefore have their respective ad-

vantages and disadvantages (Choi et al., 2011; Menard, 2000). One of the benefits of reporting 

McFadden’s pseudo 𝑅! is that it can be meaningfully interpreted as the proportional reduction in 

the -2 log-likelihood ratio statistic (Choi et al., 2011; Menard, 2000). The value indicates the 

likelihood of improving model fit and reducing error variation when predictors are used in the 

model as compared to when predictors are not used in the model (i.e., baseline or intercept 

model; Menard, 2000). Various criteria have been used to classify the “practical” meaning of 

pseudo 𝑅! values (Jodoin & Gierl, 2001; Suh, 2016; Zumbo, 1999). From their simulation study, 

Jodoin and Gierl (2001) proposed threshold values of .035 and .070. However, those recommen-

dations were based on simulation studies in which the total observed score, and not an IRT-gen-

erated estimate, was used as the matching criterion.  

In addition to pseudo 𝑅!, Jodoin and Gierl (2001) suggested that changes to logistic re-

gression 𝛽 coefficients can also be used as a uniform DIF effect size. Based on the proportional 
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odds assumption, the magnitude of uniform DIF can be quantified by the percentage change in 

𝛽$ from Model 1 to Model 2 as (Crane et al., 2006): 

|(𝛽$ − 𝛽!)/𝛽!|.       (5) 

To determine how much of a percentage change is practically meaningful, various cutoffs have 

been used, ranging from a change of 1% to 10% (Choi et al., 2011; Crane et al., 2006, 2007; Feu-

erherd et al., 2014; Lambert, Garcia, Epstein, & Cullinan, 2018). However, Crane et al. (2007) 

found that a 1% change was not clinically relevant. As such, researchers have generally used ei-

ther a 5% or 10% to indicate the practical meaning of the DIF (i.e., negligible, slight, moderate; 

Crane et al., 2006; Lambert, Garcia, Epstein, & Cullinan, 2018; Lambert, Garcia, January, & Ep-

stein, 2018). 

In terms of power and sample size, based on their simulation study of OLR DIF, in which 

an IRT-generated ability estimate was used as the matching criterion, Scott et al. (2009) recom-

mended a sample size of at least 200 respondents per group to ensure about 80% power; with 

short scales (i.e., only two items), they suggest 300 respondents per group. OLR DIF is also ro-

bust to small rates of missing completely at random responses (i.e., 10%; Robitzsch & Rupp, 

2009). However, one concern regarding power and OLR DIF has to do with scale length (Scott et 

al., 2007). In DIF analyses of short scales (i.e., no more than five items), particularly with poly-

tomous items, concerns arise regarding “pseudo-DIF” and power (Hidalgo et al., 2016; Scott et 

al., 2009). Pseudo-DIF describes how sometimes when true DIF is seen in one item, other items 

will demonstrate DIF effects in the opposite direction; on short scales, it can be hard to detect 

which item is causing the pseudo-DIF, particularly in the presence of crossing DIF or DIF can-

cellation (Scott et al., 2007). 
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3  METHODOLOGY 

The purpose of this study was to identify if achievement motivation items demonstrated 

measurement scale comparability across gender and ethnicity before and after using anchoring 

vignettes to account for the effect of group-level differences in response scale use as a source of 

differential item functioning (DIF). To that end, a hybrid DIF framework that combined item re-

sponse theory and ordinal logistic regression was used to address the following research ques-

tions: Do achievement motivation items show DIF by gender or ethnicity? Do achievement moti-

vation items show DIF by gender or ethnicity after using anchoring vignettes to account for the 

impact of response style differences?  

To answer these questions, first, gender DIF was evaluated using pairwise comparisons, 

and ethnicity DIF was tested using both multiple-group DIF and pairwise comparisons. Next, 

group differences in response scale use was accounted for by applying the nonparametric scoring 

of anchoring vignettes to self-reported motivation items. Finally, the same set of DIF analyses 

from the first research question were re-run with the vignette-adjusted items. To evaluate the ef-

fect of the vignette correction on DIF, results from unadjusted and vignette-adjusted DIF were 

compared for changes in DIF outcome as well as changes to DIF magnitude and form.  

Data Source 

Data for this study came from the 2015 iteration of the Programme for International Stu-

dent Assessment (PISA) 3. PISA is an international large-scale assessment administered trienni-

ally to 15-year-old students in over 70 countries (OECD, 2017). PISA is a 2-hour test designed to 

be independent of school curricula; that is, rather than evaluate domain-specific content, PISA 

assesses if students can apply what they learned to real-life situations (Hopfenbeck et al., 2018; 

 

3 Data are publicly available for download at https://www.oecd.org/pisa/data/2015database/. 
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Kaplan & Kuger, 2016). To reduce the testing burden on students, PISA’s cognitive scales are 

administered using multiple-matrix sampling and balanced incomplete block design (Kaplan & 

Kuger, 2016; Rutkowski et al., 2013). The PISA 2015 background questionnaire included a vari-

ety of items asking students about their beliefs and attitudes as well as three anchoring vignettes 

related to achievement motivation. In contrast to the matrix sampling used for cognitive items, 

the PISA background questionnaire is administered to all students. Therefore, any missing re-

sponses to achievement motivation items were considered missing-at-random (OECD, 2017).  

PISA’s two-stage stratified sampling design is supposed to yield nationally representative 

samples of 15-year-olds in school when analyses are weighted (Kaplan & Kuger, 2016; OECD, 

2017; Rutkowski & Rutkowski, 2016). The OECD (2017) recommends using sampling weights 

for any inferential analysis with PISA data. However, the decision to use sampling weights with 

analytical models that make inferences about item and model parameters is less straightforward 

(Cai, 2013; Solon et al., 2015). If a specified model correctly reflects the relationship between 

the response variable and covariates and the probability of inclusion is uncorrelated with the re-

sponse variable, then the absence of sampling weights does not bias model estimates (Cai, 2013). 

Moreover, in the context of latent trait modeling, survey weights are not attributes of an individ-

ual, but rather they are survey-dependent and constructed from survey data (Gelman, 2007). Fur-

thermore, as model complexity increases, the use of sampling weights makes the interpretation 

of model parameters less straightforward (Gelman, 2007). Finally, a review of DIF analyses with 

PISA data did not find that researchers consistently used (e.g., Oliveri et al., 2014) or addressed 

sampling weights (e.g., Hopfenbeck et al., 2018). For these reasons, all DIF analyses were run as 

unweighted.  
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Participants 

In the U.S., PISA 2015 was administered in 177 schools across Massachusetts, North 

Carolina, and Puerto Rico, with a total sample size of 5,712 (OECD, 2017). Sample de-

mographics can be seen in Table 1. A total of 58 students (0.01%) were excluded from the eth-

nicity analyses because their response was missing or they did not self-identify with one of the 

response options. The final analytic sample size was 5,712 for gender and 5,654 for ethnicity.  

Table 1 

Sample Characteristics 

Group n % 
Gender   

Male 2854 50.0 
Female 2858 50.0 

Ethnicity   
White, not Hispanic 2498 43.7 
Black/African American 790 13.8 
Hispanic/Latinx 1761 30.8 
Asian 207 3.6 
Multi-racial/Other 398 7.0 

 
Measures 

Achievement Motivation 

Achievement motivation was measured in PISA 2015 background questionnaire with five 

items (see Table 2). Response options were based on a 4-point scale, ranging from strongly disa-

gree to strongly agree. The items included content about students’ goals; however, the standards 

for competence were unclear (OECD, 2019). The items also assessed a competitive desire to out-

perform others (OECD, 2019). Therefore, students with a high score on this variable were pre-

sumed to regulate their motivational disposition to approach success and to compete with others 

by adopting achievement goals with the aim of outperforming peers (Marsh et al., 2006; Mu-
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rayama & Elliot, 2012; OECD, 2019). Cronbach’s a was calculated in the ltm package (Rizopou-

los, 2006) in R software, with a cutoff of .80 as the criteria for acceptable reliability (Peterson, 

1994; Vaske et al., 2017). 

Table 2 

PISA 2015 Achievement Motivation Items 

Variable Achievement Motivation Item 
Item 1 I want top grades in most or all of my courses. 
Item 2 I want to be able to select from among the best opportuni-

ties available when I graduate. 
Item 3 I want to be the best, whatever I do. 
Item 4 I see myself as an ambitious person. 
Item 5 I want to be one of the best students in my class. 

 
Anchoring Vignettes 

In PISA 2015, three achievement motivation anchoring vignettes (see Table 3) were ad-

ministered directly following the self-report items using the same 4-point response scale ranging 

from strongly disagree to strongly agree. The vignettes were written to reflect low, medium, and 

high levels of motivation and intended to be ordered as 𝑍$ < 𝑍! < 𝑍%.  

Table 3 

PISA 2015 Achievement Motivation Anchoring Vignettes 

Vignette 
(Z") 

Achievement Motivation Anchoring Vignettes 

Z$ Mario gives up easily when confronted with a problem and is often 
not prepared for his classes. 

Mario is motivated. (Z$) 
Z! Olivia mostly remains interested in the tasks she starts and sometimes 

does more than what is expected from her. 
Olivia is motivated. (Z!) 

Z% John wants to get top grades at school and continues working on tasks 
until everything is perfect. 

John is motivated. (Z%) 
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Procedures 

To test for DIF in achievement motivation items across gender and ethnicity, this study 

fit a series of hierarchically nested ordinal logistic regression models for each of the five PISA 

items using the lordif package (Choi et al., 2011) in R software. Lordif estimates omnibus, uni-

form, and nonuniform DIF by implementing a hybrid item response theory (IRT)/ordinal logistic 

regression (OLR) DIF framework in which the matching criterion is derived from the graded re-

sponse model (GRM). DIF values are obtained from an iterative algorithm that generates trait es-

timates using group-specific item parameters and DIF-free items. Those trait estimates are used 

in subsequent DIF analyses until DIF is flagged across successive iterations (Choi et al., 2011). 

For a description of the lordif algorithm, see Appendix B. 

Research Question 1 

Overview 

To answer Research Question 1, two primary steps were taken. First, the psychometric 

properties of the achievement motivation items were evaluated. This included calculating de-

scriptive statistics for the items (mean, standard deviation, and percentage of missing responses), 

using exploratory factor analysis to evaluate dimensionality, and fitting items to a GRM to assess 

model assumptions and item fit. Second, OLR DIF models were used to detect gender DIF in 

pairwise comparisons and ethnicity DIF in multiple-groups and pairwise comparisons. Proce-

dures to complete these steps are described in further detail below. 

Psychometric Assessment of Motivation Items 

Graded Response Model Assumptions and Item Fit Testing. To test for unidimension-

ality, exploratory factor analysis (EFA) was applied to the five motivation items in MPlus soft-
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ware (Muthén & Muthén, 2017) using weighted least squares mean and variance, which is rela-

tively robust to latent trait distribution violations in the sample (Marsh et al., 2003). The single-

factor structure for the EFA was determined based on the first eigenvalue being greater than 1 

and containing at least 20% of the variance as well as EFA residual variance and the root mean 

square error of approximation (RMSEA; Finch, 2020; Reeve et al., 2007; Zopluoglu & Daven-

port, 2017). In his simulation study of EFA with categorical variables, Finch (2020) identified an 

RMSEA cutoff of .015 as indicating fit for a single-factor model, and Rutkowski and Svetina 

(2014) recommend an RMSEA cutoff of .030 with large samples and multiple groups when as-

sessing unit (i.e., factor) equivalence. To test for local independence, the motivation items were 

also fit to a GRM in the mirt package (Chalmers, 2012) in R software, with an absolute correla-

tion of greater than .20 between item pairs as the cutoff for dependence (Forrest et al., 2014; 

Reeve et al., 2007). The ascending order of response category thresholds was examined for mon-

otonicity (Forrest et al., 2014; Zhong et al., 2014). Given the large sample size and the sensitivity 

of 𝜒! tests to sample sizes and multiple-groups (Rutkowski & Svetina, 2014), the RMSEA asso-

ciated with the S-𝜒! for each item was used to assess item fit.  

Ordinal Logistic Regression Models 

Gender DIF Model. To identify if achievement motivation items show DIF by gender or 

ethnicity (Research Question 1), the OLR DIF models for gender and ethnicity were constructed 

as follows. Gender is defined in PISA as male/female (OECD, 2017). In this DIF analysis, boys 

were coded as the reference group, with girls assigned to the focal group (males = 0, female = 1). 

However, it is important to note that dichotomizing gender as male/female does not capture the 

complexities of gender as a social construct (Westbrook & Saperstein, 2015). Nonetheless, West-

brook and Saperstein (2015) found that defining gender this way is the current protocol in social 
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sciences research. Gender DIF was evaluated with pairwise comparisons using the following 

models: 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃     (GM 1) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃 +	𝛽!𝐵𝑜𝑠    (GM 2) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃 +	𝛽!𝐵𝑜𝑦𝑠 +	𝛽%(𝜃 ∗ 𝐵𝑜𝑦𝑠), (GM 3) 

where 𝑃(𝑢" ≥ 𝑘) is the probability of item response u to item i is at category k or higher, 𝛼5 is 

category intercept, 𝜃 is the GRM estimate of achievement motivation, group reflects boys as the 

reference group, and (𝜃 ∗ 𝐵𝑜𝑦𝑠) describes the interaction between 𝜃 and group membership. 

Ethnicity DIF Model. In the PISA 2015 background survey, the response options to de-

scribe racial/ethnic background were: White, Black or African American, Asian, American In-

dian or Alaska Native, and Native Hawaiian or other Pacific Islander (OECD, 2017). Students 

were also asked to report their Hispanic status. Responses to these two questions were collapsed 

into a combined4 variable (RACETHC) with the following categories: White, not Hispanic (1), 

Black or African American (2), Hispanic or Latino (3), Asian (4), Multi-Racial (5), and Other 

(6). Due to the small size of the other group (n = 62), the Other and Multi-racial categories were 

combined into a single category of Multi-racial/Other. 

Ethnicity DIF was evaluated using both multiple-group DIF (MG-DIF) and all possible 

pairwise comparisons. The DIF model for ethnicity was:  

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃     (EM 1) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃 +	𝛽!𝐺𝑟𝑜𝑢𝑝   (EM 2) 

𝐿𝑜𝑔𝑖𝑡	𝑃(𝑢" ≥ 𝑘) 	= 	𝛼5 	+ 	𝛽$𝜃 +	𝛽!𝐺𝑟𝑜𝑢𝑝 +	𝛽%(𝜃 ∗ 𝐺𝑟𝑜𝑢𝑝), (EM 3) 

 

4 The PISA 2015 Technical Manual does not describe how the two questions were combined to derive the RACE-
THC variable. 
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where 𝑃(𝑢" ≥ 𝑘) is the probability of item response u to item i at category k or higher, 𝛼5 was 

the category intercept, and 𝜃 was the GRM estimate of motivation. For the pairwise compari-

sons, group reflects the reference group, and (𝜃 ∗ 𝑔𝑟𝑜𝑢𝑝) describes the interaction between 𝜃 

and the reference group. For example, in the comparison between Black/African American and 

Asian students, Black/African American students would be the reference group, with their pa-

rameters being reflected in the group term in EM 1, EM 2, and EM 3. 

For the MG-DIF, group reflects the common base group that served as the reference 

group against which each focal ethnic group was compared (e.g., Asian vs. base group; His-

panic/Latinx vs. base group; Oshima et al., 2015). To create a base group reflecting the sample 

average, an unweighted random sample was drawn from the total sample of multiple groups and 

divided by the total number of groups in the analysis (Oshima et al., 2015). In this case, the sam-

ple of N = 5712 was divided by five (i.e., the number of groups) to yield a base group of n = 

1142 students (5712/5 = 1142.2). Next, the ethnicity variable for students in the base group was 

recoded to reflect their base group status. Once the base group was created, the ethnicity variable 

had six levels—five ethnic groups and the base group. In the MG-DIF, there were n = 2003 

White students, n = 639 Black/African American students, n = 1396 Hispanic/Latinx students, n 

= 166 Asian students, and n = 319 students in the Multi-racial/Other group. The OLR models 

were extended to accommodate the multiple groups by including a binary indicator to 𝛽! and 𝛽% 

for all groups except for one (Choi et al., 2011). To detect DIF, each ethnic group was compared 

to the base group using EM 1, EM 2, and EM 3. 

DIF Detection. After participants were matched by 𝜃, the same two-stage DIF detection 

process was applied to all items. First, Model 1 was nested in Model 3 to identify the omnibus, 

or “total,” DIF effect (df = 2). Second, the difference between Model 3 and 2 was evaluated for 
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nonuniform DIF (df = 1), followed by comparing Model 2 to Model 1 to detect uniform DIF (df 

= 1). DIF was flagged based on the p-value associated with the -2 log-likelihood difference in 𝜒! 

tests between nested models, with a significant p-value indicating the presence of DIF. Item re-

sponse functions (IRF) were visually examined for crossing or nonparallel curves that would in-

dicate nonuniform DIF (Bolt & Gierl, 2006; Su & Wang, 2005) and the absolute summed differ-

ence between IRFs, weighted by focal group, was calculated to reflect the impact of DIF on 

group differences in response probabilities. The pattern of group differences in response category 

thresholds was examined within a differential step functioning framework to provide information 

about the location and source of DIF (Penfield et al., 2008, 2009).  

 Effect Sizes. To control for the increased risk in Type I errors associated with large sam-

ple sizes and the multiple comparisons involved in testing for nonuniform DIF, significance was 

set to p < .01 for all analyses (Oliveri et al., 2016). Additionally, the practical significance of DIF 

effect sizes, reported as McFadden’s pseudo 𝑅! because it reflects the proportional reduction in 

the -2 log-likelihood ratio statistic (Choi et al., 2011; Menard, 2000), was classified according to 

the following criteria: negligible DIF if Δ𝑅! < .035, moderate DIF if .035 ≤ Δ𝑅! ≤ .070, and 

large DIF if Δ𝑅! > .070 (Hidalgo & López-Pina, 2004; Jodoin & Gierl, 2001; Oliveri et al., 

2012). Regression 𝛽 coefficients were also used as an effect size for uniform DIF by comparing 

the percentage change in 𝛽$ from Model 1 to Model 2 (Crane et al., 2006; Jodoin & Gierl, 2001); 

a change of greater than 5% was classified as slight to moderate DIF (Crane et al., 2006; Lam-

bert, Garcia, January, & Epstein, 2018).  

Sample Size, Power, and Handling of Missing Data 

Based on their simulation study of OLR DIF, in which an IRT-generated ability estimate 

was used as the matching variable, Scott et al. (2009) recommended a sample size of at least 200 
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respondents per group to ensure about 80% power; with short scales (i.e., fewer than five items), 

they suggested 300 respondents per groups. Table 1 shows that there were just over 200 Asian 

students in the sample; therefore, power could be problematic in comparisons with that group. 

Additionally, the minimum cell size per response category was set to five to maintain adequate 

power for item fit indices; categories that did meet that minimum were collapsed with adjacent 

cells (Kang & Chen, 2008; Orlando & Thissen, 2000).  

In PISA 2015, valid skip, not reached, not applicable, invalid, and no response were 

coded as missing. Because all students were administered the background questionnaire, missing 

responses were considered to be missing-at-random (OECD, 2017). Furthermore, OLR DIF has 

been shown to be relatively robust to missing items (Finch, 2011). Therefore, omitted responses 

were treated as not present for each separate analysis (Choi et al., 2011).  

Research Question 2 

Overview 

The purpose of the second research question in this study was to evaluate if motivation 

items showed DIF by gender or ethnicity after using anchoring vignettes to account for response 

scale use as the source of DIF. To answer Research Question 2, three main steps were taken. 

First, item characteristics and measurement assumptions of the vignettes were evaluated. Second, 

the nonparametric vignette scoring was applied to self-reported motivation items to account for 

response scale use. Finally, the same OLR DIF models from Research Question 1 were re-run 

using the vignette-adjusted item scores. Detailed procedures for these steps are described next. 

Psychometric Assessment of Motivation Items 

Vignette Assumption Testing and Item Analysis. To evaluate the psychometric proper-

ties of the vignettes, the three items were fit to a GRM and the same criteria for item fit from the 



 

 
 

55 

motivation items were applied to the vignettes. To assess the vignette measurement assumption 

of response consistency, the confidence intervals for the response category thresholds from the 

self-report items and the vignettes were examined for overlap (Weiss & Roberts, 2018); vignette 

equivalence was investigated by examining vignette ordering patterns. To deal with ties, this 

study used the lowest score from the vector range (OECD, 2014). Likewise, misordered vignettes 

were converted into ties at the highest category (e.g., 𝑍 = {1,4,2} converted into 𝑍 = {1,4,4}) 

and then responses were treated according to procedures for ties (OECD, 2014). The anchors 

package (Wand et al., 2011) in R software was used to analyse ratings patterns for the vignettes 

and to rescore self-report responses.  

Nonparametric Vignette Scoring of Self-Report Items  

Because PISA specifically introduced anchoring vignettes to address the effects of re-

sponse scale use on cross-group comparisons and because group differences in response scale 

use are present in motivation items (He & Van de Vijver, 2016a; Tan & Hall, 2005), the nonpar-

ametric method was selected as the vignette scoring approach (OECD, 2014). Relative to their 

individual ratings of Z"#, students’ responses to the self-assessment items, X" ∈ {1,2,3,4}, were 

recoded into the 7-point vignette-adjusted C-scale variable, Y" ∈ {1,2,3,4,5,6,7} using the follow-

ing formula (von Davier et al., 2018): 

𝐶 = 	

⎩
⎪⎪
⎨

⎪⎪
⎧
Y" = 1	if	X" < Z$										
Y" = 2	if	X" = Z$										
Y" = 3	if	Z$ < X" < Z!
Y" = 4	if	X" = Z!										
Y" = 5	if	Z! < X" < Z%
Y" = 6	if	X" = Z%										
Y" = 7	if	X" > Z%										

 

  After new achievement motivation item scores were generated by applying the nonpara-

metric formula, the vignette-adjusted item scores were used to re-run the same OLR DIF models 
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from Research Question 1. Then, to answer Research Question 2, unadjusted DIF results from 

Research Question 1 were compared to vignette-adjusted DIF results from Research Question 2 

to identify changes to DIF outcomes and changes in the magnitude or form of DIF. Finally, to 

assess the effect of the vignettes on DIF, the difference in McFadden’s pseudo 𝑅! between unad-

justed and vignette-adjusted DIF was calculated as:  

Δ𝑅! = 𝑅89:! − 𝑅:!      (5) 

To classify the effect of the vignettes on DIF, the same criteria used to classify DIF effect sizes 

were also applied to the vignette effects.  
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4  RESULTS 

This chapter summarizes the results of analyses that tested for the presence of differential 

item functioning (DIF) and group differences in response scale use as a source of DIF across 

gender and ethnicity in the PISA 2015 achievement motivation items. As described in Chapter 3, 

this study involved three major steps. First, the five PISA achievement motivation items were an-

alysed for DIF within a hybrid DIF framework that used a graded response model estimate of 

motivation as the matching criterion. DIF was detected within a 2-stage framework in which first 

omnibus DIF is tested, followed by testing for nonuniform and then uniform DIF. Gender DIF 

was evaluated with pairwise comparisons, and ethnicity DIF was evaluated using both multiple-

group DIF methods with a base group as the reference group and all pairwise comparisons. Sec-

ond, responses to self-reported achievement motivation items were adjusted with the nonpara-

metric anchoring vignette scoring to account for response scale use as the source of DIF. Third, 

the same set of DIF analyses from the first step were re-run using the vignette-adjusted item re-

sponses. 

Given the interrelated nature of the research questions in this study (i.e., Research Ques-

tion 2 cannot be answered without Research Question 1), and that results indicated different re-

sponse processes across groups, this chapter is organized as follows. First, the psychometric 

characteristics for both the achievement motivation items and the anchoring vignettes are pre-

sented for the full analytic sample and separately by group as necessary. Next, results are pre-

sented for gender DIF before and after using the vignettes to adjust self-report scores. Finally, 

results for the base group multiple-group ethnicity DIF are described, followed by findings from 

ethnicity pairwise comparisons.  
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Psychometric Analysis of Achievement Motivation Items 

Descriptive Characteristics 

Descriptive characteristics for the five PISA achievement motivation items were obtained 

from SPSS version 25.0 (IBM Corp., 2017) and can be seen in Table 4 (see Appendix C for the 

response distribution to items by group). These items were included in the PISA 2015 back-

ground questionnaire, which was administered to all students. Therefore, missing responses were 

considered to be missing-at-random and not due to PISA’s matrix sampling. Because no item 

was missing more than 3.7% of responses, missing values were not imputed (He, Buchholz, et 

al., 2017). Rather, for each separate DIF analysis, missing responses were treated as not present 

and were excluded listwise (Choi et al., 2011). All analyses were run as unweighted, with higher 

scores interpreted as reflecting competitive-based, performance-approach motivation. Statistical 

significance was set to p < .01 for the entire study.  

Across the five achievement motivation items, mean item scores were all above 3, which 

indicates that students had little difficulty endorsing these items and they reported generally high 

levels of achievement motivation. Items 1, 2, and 3 yielded higher group averages than Items 4 

and 5. For gender, girls had higher mean scores than boys on the five items. For ethnicity, the 

lowest item score was from Hispanic/Latinx youth to Item 4 (M = 3.14), and the highest mean 

response was from Black/African American students to Item 2 (M = 3.72). Across ethnic groups, 

Item 4 had the largest range (range = 0.34), followed by Item 5 (range = 0.26) and Item 3 (range 

= 0.21). Black/African American students had the highest mean responses and smallest ranges; 

in contrast, Hispanic/Latinx students had the lowest mean responses and largest range of item re-

sponses. Cronbach’s a was calculated using the ltm package (Rizopoulos, 2006) in R and was 

acceptable at .854 (95% CI = .846, .863). 
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Table 4 

Descriptive Statistics for Achievement Motivation Items, by Group 

Achievement 
Motivation Item 

 Gender (n = 5712)  Ethnic Group (n = 5654) 
 # RC Male 

(50%) 
Female 
(50%) 

 # RC White, 
not 

Hispanic 
(43.7%) 

Black/ 
African 

American 
(13.8%) 

Hispanic/ 
Latinx 

(30.8%) 

Asian 
(3.6%) 

Multi- 
racial/ 
Other 

(6.9%)) 
1. I want top grades  

in most or all of 
my courses. 

M 
 

4 3.43 
(0.66) 

3.56 
(0.59) 

 3 3.46 
(0.64) 

3.63 
(0.55) 

3.48 
(0.64) 

3.58 
(0.62) 

3.48 
(0.63) 

% msg  2.8% 1.5%   1.2% 2.3% 1.3% 0.0% 1.3% 
2. I want to be able  

to select from 
among the best  
opportunities 
available when I 
graduate. 

M 
 

4 
 

3.56 
(0.60) 

3.68 
(0.52) 

 2 3.60 
(0.57) 

3.72 
(0.52) 

3.61 
(0.57) 

3.69 
(0.54) 

3.59 
(0.57) 

% msg  3.1% 1.7%   1.4% 2.8% 1.7% 0.0% 1.5% 

3. I want to be the  
best, whatever I 
do. 

M 4 
 

3.50 
(0.66) 

3.53 
(0.63) 

 3 3.48 
(0.65) 

3.69 
(0.54) 

3.48 
(0.66) 

3.51 
(0.65) 

3.55 
(0.63) 

% msg  3.1% 2.0%   1.5% 2.9% 2.0% 0.0% 1.5% 
4. I see myself as an  

ambitious person. 
M 4 

 
3.22 

(0.71) 
3.27 

(0.72) 
 
 

3 
 

3.24 
(0.7) 

3.48 
(0.64) 

3.14 
(0.76) 

3.26 
(0.76) 

3.27 
(0.66) 

% msg  3.7% 2.6%   1.8% 3.3% 3.0% 0.5% 2.0% 
5. I want to be one  

of the best students 
in my class. 

M 4 
 

3.22 
(0.77) 

3.33 
(0.72) 

 
 

3 
 

3.23 
(0.76) 

3.49 
(0.65) 

3.23 
(.75) 

3.44 
(0.70) 

3.26 
(0.77) 

% msg  3.3% 2.0%   1.7% 3.0% 1.8% 1.0% 1.5% 
Note. Standard deviations are presented in parentheses. # RC = number of response categories 
remaining after collapsing categories to maintain cell minimum of 5; msg = missing. 
 
GRM Model Assumptions 

Because the graded response model (GRM) was used to estimate students’ level of 

achievement motivation, GRM assumptions of unidimensionality, local independence, and mon-

otonicity were evaluated. Table 5 displays the psychometric characteristics for the five items for 

the whole analytic sample; group-specific parameters can be found in Appendix D. To evaluate 

unidimensionality, an exploratory factor analysis (EFA) of the five items was run in MPlus ver-

sion 8.0 using weighted least squares mean and variance (Muthén & Muthén, 2017). The EFA 

yielded a first eigenvalue of 3.72, and the residual correlation matrix revealed no local depend-

ence (i.e., no absolute residual correlations ³ .20). Residual variance was .32 or less for four out 

of the five items. RMSEA values for each item yielded from the mirt package (Chalmers, 2012) 
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in R were between .028 and .032. Those values were above Finch’s (2020) cutoff of .015 but 

close to the cutoff of .030 recommended by Rutkowski and Svetina (2014) for multiple groups 

and large samples. Taken together, the items were considered to have met essential unidimen-

sionality (i.e., the primary factor is large enough that trait level estimates are unaffected by the 

presence of smaller factors; Hattie, 1985; Stout, 1990). Finally, increasing item thresholds indi-

cated that the assumption of monotonicity was met for the items.  

Table 5 

Fit Statistics for Achievement Motivation Items  

Motivation  
Item 

RMSEA 
S - 𝜒! 

Factor 
Loading 

Residual 
Variance 

𝒶 𝑏$ 𝑏! 𝑏% 

Item 1 .028 .88* .23 3.39 -2.74 -1.72 -0.20 
Item 2 .028 .89* .21 3.74 -2.72 -2.05 -0.47 
Item 3 .027 .82* .32 2.67 -2.94 -1.76 -0.29 
Item 4 .032 .72* .49 1.81 -3.04 -1.54 0.35 
Item 5 .032 .84* .29 2.94 -2.44 -1.23 0.16 
Note. a = item discrimination; b = response category threshold. 
* p < .01. 
 
Item Analysis 

Table 5 shows that Item 2 had the highest discrimination and highest factor loading; Item 

4 had the lowest discrimination and the lowest factor loading. Category thresholds fell below 

zero for Items 1, 2, and 3, and close to zero for Items 4 and 5, indicating that the items were 

“easy” (Hambleton et al., 1991). Item 2 had the highest discrimination, but that discrimination 

was limited to the narrowest range across the five items (range = 2.25). In contrast, Item 4 had 

the lowest discrimination but covered the widest range (range = 2.68). Moreover, ceiling effects 

evident in item information functions displayed in Figure 3 show that these items provided lim-

ited information about students with average or higher levels of achievement motivation. 
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Figure 3 

Item Information Functions for PISA 2015 Achievement Motivation Items 

 

Psychometric Analysis of Anchoring Vignettes 

Descriptive Characteristics 

The PISA 2015 anchoring vignettes can be seen in the left column of Figure 4, with de-

scriptive statistics presented in Table 6. Cronbach’s a for the three vignettes was -.342 (Boot-

strap 95% CI = -.434, -.257), indicating a weak correlation between the vignettes or inconsistent 

responses to them by students (Vaske et al., 2017). PISA wrote the vignettes to be ordered from 

low to high such that vignette 1 reflected low motivation and vignette 3 reflected the most moti-

vation. Although the mean scores for the vignettes followed the intended rank-order, Table 6 

shows that for each group, the mean was close for vignettes 2 and 3 and their standard deviations 
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overlapped. Male and female students rated the vignettes similarly; therefore, the response distri-

bution to the vignettes by gender are presented in Appendix E.  

In contrast to gender ratings of the vignettes, Figure 4 shows that the vignette ratings by 

ethnic groups were varied. For vignette 1, White students had the lowest mean and His-

panic/Latinx students had the highest mean response. For vignette 2, Asian students had the low-

est mean, while Black/African American and Multi-racial/Other had the highest means. For vi-

gnette 3, Black/African American students had the lowest average response, but their mean was 

relatively similar to Hispanic/Latinx, Asian, and Multi-racial/Other students. Across ethnic 

groups, the percentage of missing responses for Black/African American students was almost 

twice that of the other groups, with the exception of Asian students who had no missing re-

sponses to the vignettes.  

Table 6 

Descriptive Statistics for PISA 2015 Anchoring Vignettes, by Group 

Vignette 
(Z") 

 Gender  Ethnic Group 
 
 

Male Female  
 
White, not 
Hispanic 

Black/ 
African 

American 

Hispanic/ 
Latinx 

Asian Multi-racial/ 
Other 

Low 
(Z$) 
 

M 1.35 
(0.63) 

1.30 
(0.57) 

 1.26 
(0.54) 

1.37 
(0.66) 

1.39 
(0.65) 

1.29 
(0.59) 

1.34 
(0.61) 

% msg 3.5% 2.2%  1.6% 3.9% 2.1% 0.0% 2.3% 
Medium 
(Z!) 
 

M 3.22 
(0.65) 

3.26 
(0.63) 

 3.19 
(0.60) 

3.27 
(0.71) 

3.3 
(0.65) 

3.15 
(0.68) 

3.27 
(0.63) 

% msg 3.5% 2.0%  1.6% 3.8% 2.0% 0.0% 1.3% 
High 
(Z%) 
 

M 
 

3.76 
(0.54) 

3.81 
(0.48) 

 3.84 
(0.44) 

3.72 
(0.59) 

3.73 
(0.57) 

3.78 
(0.48) 

3.79 
(0.47) 

% msg 4.0% 2.2%  2.0% 4.1% 2.5% 0.0% 2.3% 
Note. Standard deviations are presented in parentheses; msg = missing. 
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Figure 4 

Response Distribution of Vignette Ratings, by Ethnicity 

1. Mario gives up easily when 
confronted with a problem and 
is often not prepared for his 
classes. 
 
Mario is motivated. (Z$) 

 

 
2. Olivia mostly remains inter-

ested in the tasks she starts and 
sometimes does more than what 
is expected from her. 
 
Olivia is motivated. (Z!) 

 

 
3. John wants to get top grades at 

school and continues working 
on tasks until everything is per-
fect. 
 
John is motivated. (Z%) 
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Vignette Assumption Testing 

Vignette Equivalence. Vignette equivalence was evaluated by examining tied ratings 

and vignette ordering patterns. Across the whole sample, Table 7 shows that only 52% of stu-

dents rated the vignettes in the intended order, with 35% of students rating vignettes 2 and 3 as 

displaying equal levels of motivation and an additional 5% of students misordering them (e.g., 

Z% >	Z!). The presence of ties and misorderings shows insufficient discrimination between the 

two vignettes (He, Buchholz, et al., 2017). Though the percentage of tied ratings was high and 

discrimination was low, this was consistent with other studies of the PISA 2015 vignettes (e.g., 

Marksteiner et al., 2019). Figure 5 depicts vignette rating patterns by ethnicity for the three vi-

gnettes. As females and males were relatively consistent in their ordering of the vignettes, their 

ordering pattern can be found in Appendix F. By ethnic group, White students and Asian stu-

dents had the highest percentage of students correctly order the vignettes. Black/African Ameri-

can students had the highest percentage of ties; within that group, more students tied vignettes 2 

and 3 than correctly ordered the 3 vignettes (42% vs. 41%). Approximately 6% of students from 

the Hispanic/Latinx, Asian, and Multi-racial/Other groups misordered the vignettes. 

King et al. (2004) noted that while participants do not have to follow the ranking order 

intended by the vignette authors, there does have to be a consensus order across respondents. In 

other words, respondents do not have to follow the intended ranking pattern, but all respondents 

do have to rank-order the vignettes the same way to meet vignette equivalence. Therefore, de-

spite the ties and misorderings in this sample, as over 80% of students ordered the vignettes cor-

rectly, including ties (Marksteiner et al., 2019), vignette equivalence was assumed to have been 

met. 
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Table 7 

Ranking Patterns for PISA 2015 Anchoring Vignettes, All Students 

Ordering 
Pattern 

Frequency Proportion # of Distinct 
Rankings 

# of Ranking 
Violations 

1, 2, 3 2860 .52 3 0 
1, {2, 3} 1937 .35 2 0 
1, 3, 2 259 .05 3 1 
{1, 2, 3} 213 .04 1 0 
{1, 2}, 3 80 .01 2 0 
{1, 3,}, 2 51 .01 2 1 
2, {1, 3} 42 .01 2 1 
{2, 3}, 1 21 .00 2 2 
2, 1, 3 18 .00 3 1 
3, {1, 2} 12 .00 2 2 
3, 2, 1 7 .00 3 3 
3, 1, 2 5 .00 3 2 
2, 3, 1 4 .00 3 2 

Note. Vignettes intended to be ordered as Z$ < Z! < Z%. {} = tied ratings; 1 = low vignette (Z$), 
2 = medium vignette (Z!), 3 = high vignette (Z%). 
 
Figure 5 

Vignette Ordering Pattern, by Ethnicity 
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Response Consistency. A GRM was fit with the three vignette items in the mirt package 

(Chalmers, 2012) in R software to obtain item fit statistics and item parameters, including re-

sponse category thresholds. To assess response consistency, confidence intervals (CI) from GRM 

response category thresholds were examined for overlap across the self-report items and the vi-

gnettes. Because of the negative discrimination for vignette 1 and the extreme category thresh-

olds for vignette 2 (see Table 8), category thresholds from vignette 3 were used to test response 

consistency. The 95% bootstrap CIs for item category thresholds for the five self-report items 

and vignette 3 overlapped such that response consistency was assumed to have been met.  

Table 8 

Item Parameters for PISA 2015 Anchoring Vignettes 

Vignette  
(Z") 

RMSEA  
S - 𝜒! 

𝒶 𝑏$ 𝑏! 𝑏% 

Z$ .043 -1.90 -0.85 -2.26 -3.32 
Z! .065 0.54 -8.55 -4.52 1.32 
Z% .061 2.31 -3.07 -2.44 -1.15 

Note. a = item discrimination; b = response category threshold. 
 
Vignette Item Analysis 

The RMSEA values associated with the S – 𝜒! index from the vignette GRM ranged 

from .043 to.061, which were all above the recommended thresholds for item fit. Category 

thresholds for vignette 2 seen in Table 8 stand out as covering an unusually wide range of q 

(from -8.55 to +1.32), and discrimination for vignette 1 was negative (𝒶 = -1.89). Although typi-

cally a negative 𝒶 parameter in a GRM could warrant caution as that shows the opposite of mon-

otonicity (i.e., the probability of an item response decreases as the level of the construct in-

creases), vignette 1 was specifically written to elicit high levels of disagreement from students. 

Moreover, for the low level of motivation depicted in vignette 1, students with higher levels of 
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motivation may have endorsed strongly disagree more than students with lower levels of motiva-

tion, because higher motivation students may have different internal standards for what they 

view as high and low levels of motivation. In other words, students with low self-reported moti-

vation might not disagree with the low-level vignette as strongly as their highly motivated peers 

because lower motivation students would not necessarily view that vignette character as having 

low motivation.  

Item information functions for the three vignettes, seen in Figure 6, show that overall, the 

vignettes provide limited information for students with average or higher motivation levels (i.e., 

𝜃 ≥ 0). While information functions for vignettes 1 and 3 are shifted to the left, they show some 

discrimination at the lower end of the 𝜃 range (i.e., 𝜃 < 0). In contrast, the item information 

function for vignette 2 is nearly flat and indicates an absence of discrimination and information.  

Figure 6 

Item Information Functions for PISA 2015 Anchoring Vignettes 
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 Given the poor psychometric characteristics for vignette 2 (i.e., unusual category thresh-

olds and lack of discrimination), vignette 2 was removed from any further analyses, with only 

vignettes 1 and 3 being used to adjust the self-reported achievement motivation items for the DIF 

analyses. In the case of two vignettes, the self-report items are adjusted according to the follow-

ing 2J + 1 formula, where J is the number of vignettes (King & Wand, 2007):  

𝐶 = 	

⎩
⎪
⎨

⎪
⎧
Y" = 1	if	X" < Z$										
Y" = 2	if	X" = Z$										
Y" = 3	if	Z$ < X" < Z!
Y" = 4	if	X" = Z!										
Y" = 5	if	X" > Z!										

 

After rescoring self-report items with the vignettes, the Cronbach’s a for the five vi-

gnette-adjusted self-report items was .887 (Bootstrap 95% CI = .878, .895); prior to the vignette 

adjustment, a for the motivation items was .854. Figures 7 and 8 shows the distribution of moti-

vation item responses after the self-report items were nonparametrically adjusted with the vi-

gnettes. For gender (Figure 7), girls had a higher percentage of self-report responses rescaled to a 

4, indicating that more girls rated themselves as equal to Z! than boys. In every other response 

category, except for category 3 on Item 2, boys had a higher percentage of adjusted responses in 

a given category. For response category 5, this meant that a higher percentage of boys rated 

themselves as higher than Z!	than did girls, though the difference was small for Items 1, 2, and 5. 

Overall, however, the distribution of vignette-adjusted scores was relatively similar between 

male and female students. Regarding ethnicity (Figure 8), Black/African American students had 

the highest percentage of responses rescored to a 4 or 5, followed by Asian students. His-

panic/Latinx students had the highest percentage of vignette-adjusted responses clustered at the 

low end of the scale.  
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Figure 7 

Vignette-Adjusted Responses to Achievement Motivation Items, by Gender 
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Figure 8 

Vignette-Adjusted Responses to Achievement Motivation Items, by Ethnicity 
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DIF Results  

Given the interrelated nature of the research questions in this study and because results 

indicated different response processes between gender and ethnicity, first, an overall summary of 

DIF results is presented. Next, results are described for gender DIF before and after using the vi-

gnettes to adjust self-report scores. Finally, results for the base group multiple-group ethnicity 

DIF are described, followed by findings from ethnicity pairwise comparisons.  

Figures 9 through 14 display item response functions (IRF) and category response func-

tions (CRF) for items flagged for gender DIF and the multiple-group DIF before and after the vi-

gnette adjustments. For each item, the top panel (panel 1) displays DIF before items were re-

scaled with the vignettes; the bottom panel (panel 2) displays DIF after items were rescaled. The 

IRFs (plot A) display the item true score response function for each group based on group-spe-

cific item parameters (Choi et al., 2011). The IRF figures also display the impact-weighted den-

sity line, which reflects the absolute summed difference between IRFs, weighted by the focal 

group (Choi et al., 2011). The CRFs and response category thresholds (plot B) were examined 

for the pattern and location of DIF in order to provide insight into sources of DIF and the effects 

of response scale use on DIF (Penfield et al., 2008).  

Summary of DIF Results 

Table 9 presents a summary of items flagged for DIF before and after using vignettes 1 

and 3 to adjust the self-reported achievement motivation items to account for the effect of group 

differences in response scale use as a source of DIF. Overall, gender DIF was found before and 

after vignette adjustments in Items 1 and 2. Item 5 was flagged for gender DIF before the vi-

gnette adjustment, but not after; Item 3 demonstrated the opposite gender DIF pattern. In the 
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base group multiple-group ethnic DIF, Item 4 was flagged for DIF before and after being ad-

justed; Item 2 was only flagged after the vignette adjustment. DIF patterns also changed across 

some pairwise comparisons after the vignette rescoring, including that DIF was no longer 

flagged in base group comparisons for either Black/African American students or Asian students.  

Table 9 

Summary of Items Flagged for DIF, Before and After Vignette Adjustments 

DIF Grouping Unadjusted  Vignette-Adjusted 
Gender  1, 2, 5  1, 2, 3 
Multiple-Group Ethnic DIF 4  2, 4 
Pairwise Comparison    

Black/African American vs. BG 4  - 
Hispanic/Latinx vs. BG 4  4 
Asian vs. BG 4  - 
White vs. Black/African American 3, 4  3, 4 
White vs. Hispanic/Latinx 4  4 
White vs. Asian 4  - 
Black/African American vs. Hispanic/Latinx 2, 4  2, 4 
Black/African American vs. Asian 3, 4  4 

Note. BG = base group. 
 
Gender DIF Results 

Table 10 presents results from gender DIF analyses before and after the vignette adjust-

ment of self-report items. Per a two-stage DIF detection framework, items were first evaluated 

for “total” omnibus DIF effects, followed by nonuniform DIF and uniform DIF. Before rescoring 

items using the vignettes, omnibus DIF (df = 2) was flagged in Items 1 (“top grades”), 2 (“best 

opportunities”), and 5 (“best student”). Nonparallel IRFs between male and female students in 

Figure 10.1a visually confirmed the presence of nonuniform DIF in Item 2. That is, when 

matched by motivation level, there was an interaction between motivation and gender that varied 

by level of motivation. Figure 9.1a shows uniform DIF in Item 1, and Figure 12.1a shows uni-

form DIF in Item 5. For those items, when genders were matched by motivation level, female 
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students had an easier time endorsing higher response categories than their male peers (i.e., items 

favored girls).  

The CRFs for Item 1 (Figure 9.1b), Item 2 (Figure 10.1b), and Item 5 (Figure 12.1b) 

show that the difference in category thresholds between genders got successively smaller as the 

level of motivation increased, with the largest difference occurring at the first category threshold. 

For Item 1, the |Δ𝑏;.<| between response category thresholds for males and females at the low-

est category was 0.35 and 0.26 at the second-lowest response category. For Item 2, |Δ𝑏| for the 

three category thresholds was 0.50, 0.34, and 0.25. For Item 5, the |Δ𝑏| did not exceed 0.21. The 

convergent and pervasive pattern of differences in group thresholds, particularly for Items 1 and 

2, point to a source of DIF at the item level. However, impact-weighted density lines, displayed 

in Figures 9.1a, 10.1a, and 12.1a, show that few students fell at the levels of motivation where 

the largest group differences in thresholds were located. This minimal impact is reflected in 

McFadden’s pseudo 𝑅! effect sizes that all fell below .018; similarly, 𝛽$ did not exceed the 

threshold of 5% for any of the DIF items. Therefore, all DIF was classified as negligible.  

After using the vignettes to rescore motivation items, results displayed in Table 10 show 

that omnibus gender DIF was flagged again in Items 1 (“top grades") and 2 (“best opportuni-

ties”). Item 1 shifted from uniform to nonuniform DIF, and the nonuniform DIF in Item 2 be-

came more pronounced. In contrast, after rescaling, Item 5 (“best student”) was no longer 

flagged for DIF, but Item 3 (“be the best”) was flagged for uniform DIF. As Item 3 had not been 

flagged for DIF prior to the vignette adjustment and because the DIF effect sizes for both Items 3 

and 5 were negligible, the shift in DIF from Item 5 to Item 3 may have been due to pseudo-DIF. 

Consistent with the purpose of the vignettes to “stretch” the response scale, regardless of DIF 
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status, Figures 9.2a, 10.2a, 11.2a, and 12.2a all show that item discrimination increased for stu-

dents with q  = 2 or higher motivation as compared to before the adjustment. 

Vignette-adjusted CRFs for Item 1 (Figure 9.2b), Item 2 (Figure 10.2b), and Item 3 (Fig-

ure 11.2b) revealed a shift in response threshold patterns across the three items from favoring fe-

male students at low levels of motivation to favoring males at high levels of motivation. The dis-

tance between middle category thresholds also decreased after the rescoring, but DIF remained at 

the lowest score levels. In Item 1, the |Δ𝑏;.<| at the lowest category was 0.38; for Item 2, the 

lowest category difference was 0.50. This divergent, non-pervasive pattern indicates that the 

source of DIF was specific to a given score level. As the shift occurred at the highest response 

category in all three items, it appears that it was easier for boys to transition to the highest re-

sponse category than for girls. Despite these changes in DIF patterns, however, pseudo 𝑅! for 

vignette-adjusted DIF was negligible.  

Table 11 shows the difference in pseudo 𝑅! values between unadjusted and vignette-ad-

justed DIF (i.e., Δ𝑅! = 𝑅89:! − 𝑅:!). Omnibus DIF was reduced in Item 1 by almost 70% and 

was reduced in Item 2 by 56%. Uniform DIF in Item 1 decreased by .010 (77%) and decreased in 

Item 2 by .011 (65%). However, gender DIF effect sizes were negligible to be begin with, which 

left little room for the vignettes to have a large effect on DIF. Nonetheless, according to the 𝑅! 

effect size criteria used in this study, the effect of the vignette correction on gender DIF was neg-

ligible. Moreover, although adjusting for group-specific response scale use with the vignettes 

changed DIF patterns in four items, negligible effect sizes before and after the vignette adjust-

ment indicated measurement scale comparability in these motivation items for gender.  

 

 



 

 
 

75 

Table 10 

Gender DIF, Before and After Vignette Adjustments 

Item Model 1:3 
(Omnibus DIF) 

 
 

Model 2:3 
(Nonuniform DIF) 

 
 

Model 1:2 
(Uniform DIF) 

 UnA  A  UnA  A  UnA  A 
 p 𝑅!  p 𝑅!  p 𝑅!  p 𝑅!  p 𝑅! 𝛽$  p 𝑅! 𝛽$ 
1 <.001 .013  <.001 .004  .452 .000  .004 .001  <.001 .013 2.57%  <.001 .003 0.68% 
2 <.001 .018  <.001 .008  .003 .001  <.001 .002  <.001 .017 3.96%  <.001 .006 1.41% 
3 .968 .000  <.001 .001  .971 .000  .026 .000  .801 .000 0.02%  .003 .001 0.31% 
4 .188 .000  .378 .000  .183 .000  .542 .000  .210 .000 0.06%  .210 .000 0.08% 
5 <.001 .003  .151 .000  .518 .000  .691 .000  <.001 .003 0.75%  .057 .000 0.02% 
Note. Boys were coded as the reference group in gender DIF comparisons. UnA = unadjusted; A 
= vignette-adjusted; p = p-value associated with the difference in likelihood ratio 𝜒! tests be-
tween nested models; 𝛽$ = percentage change in 𝛽$ from GM1 to GM2, with > 5% difference 
being slight to moderate DIF; 𝑅! = difference in McFadden’s pseudo 𝑅! between nested models. 
DIF classification categories: negligible DIF if 𝑅! < .035, moderate DIF if .035 ≤ 𝑅! ≤ .070, 
and large DIF if 𝑅! > .070. 
 
Table 11 

Changes in Gender DIF After Vignette Adjustments 

Achievement Motivation Item Model 1:3 
(Omnibus DIF) 

Model 2:3 
(Nonuniform DIF) 

Model 1:2 
(Uniform DIF) 

 Δ𝑅! Δ𝑅! Δ𝑅! 
1. I want top grades in most or 

all of my courses.*‡ -.009 +.001 -.010 

2. I want to be able to select 
from among the best  
opportunities available when 
I graduate.*‡  

-.010 +.001 -.011 

3. I want to be the best,  
whatever I do.* 

+.001 .000 +.001 

4. I see myself as an ambitious 
person. 

.000 .000 .000 

5. I want to be one of the best 
students in my class.‡ 

-.003 .000 -.003 

Note. NU = Nonuniform DIF; * = item flagged for DIF before being adjusted at p < .01; ‡ = item 
flagged for DIF after vignette adjustment at p < .01;	Δ𝑅! = change in McFaddden’s pseudo 𝑅! 
between unadjusted and vignette-adjusted responses; - indicates a decrease in value; + indicates 
an increase in value.  
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Figure 9 

Gender DIF – Item 1 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between groups, weighted by girls. The hash marks above 
the x-axis in category response function (CRF) plots are the category boundaries, with values for 
group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Figure 10 

Gender DIF – Item 2 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between groups, weighted by girls. The hash marks above 
the x-axis in category response function (CRF) plots are the category boundaries, with values for 
group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Figure 11 

Gender DIF – Item 3 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between groups, weighted by girls. The hash marks above 
the x-axis in category response function (CRF) plots are the category boundaries, with values for 
group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Figure 12 

Gender DIF – Item 5 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between groups, weighted by girls. The hash marks above 
the x-axis in category response function (CRF) plots are the category boundaries, with values for 
group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Ethnicity DIF Results 

Multiple-Group DIF (MG-DIF). Results are presented in Table 12 for the MG-DIF 

with a base group as the reference group before and after the vignette adjustment. Table 13 

shows changes in MG-DIF after vignette adjustments, and Table 14 displays results for signifi-

cant base group pairwise comparisons. Before being adjusted with the vignettes, Item 4 (“ambi-

tious”) was flagged in the MG-DIF. DIF was also present in the comparisons between the base 

group and Black/African American students, Hispanic/Latinx students, and Asian students. DIF 

in the base group comparison indicates that the focal group’s response scale differs in relation to 

the average response scale (i.e., item response function) for the item. At the bottom of the re-

sponse scale, Asian and Hispanic/Latinx students fell below the average and demonstrated a need 

for more achievement motivation than the average student to shift from the lowest response cate-

gory to the adjacent category (see Figure 14.1a). At the same location on the response scale, 

Black/African American students demonstrated the opposite pattern, showing that it was easier 

for them in comparison to the average to make the same category shift. In contrast, around q = 1, 

Figure 14.1a shows how the item shifted to favoring Asian students.  

The category threshold pattern for the MG-DIF in Item 4 was divergent and non-perva-

sive, indicating a cause of DIF specific to those score levels. The largest difference in category 

thresholds fell at the first category between the base group and Asian students (|-1.61-1.06| = 

0.55). At the second category threshold, the largest difference was between the base group and 

Black/African American students (0.33-0.07 = 0.26). However, both McFadden’s pseudo 𝑅! and 

Δ𝛽$ for Item 4 were very small and classified the MG-DIF as negligible, with impact-weighted 

density lines showing that few students fell at those levels of motivation.  
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After motivation items were adjusted with the vignettes, Item 2 (Figure 13) and Item 4 

evidenced DIF in the base group MG-DIF (Table 12). For Item 2 (“best opportunities”), whereas 

Asian students needed less motivation than the average student before shifting from the lowest 

response category to the next higher one, Black/African American students needed more motiva-

tion than the average student to make the same category shift. This is the opposite pattern dis-

played by these groups in Item 4 before being adjusted by the vignettes. At the first, second, and 

third category thresholds in Item 2, the largest difference was between the base group and 

Black/African American students, followed by Asian and then Hispanic/Latinx students. Moreo-

ver, in contrast to the hypothesized direction of the relationship, Δ𝛽$ for Item 2 actually in-

creased, from 0.36% before vignette adjustments to 0.54% after vignette adjustments. The pat-

tern of threshold differences remained divergent and pervasive, and DIF effects were classified 

as negligible.  

For Item 4, the vignette adjustment decreased 𝛽$ by 0.11% (Table 12). DIF was no longer 

detected in the comparison between the base group and Black/African American and Asian stu-

dents; however, DIF remained between the base group and Hispanic/Latinx students (Table 14). 

Thus, adjusting for group differences in response scale use changed DIF patterns in relation to 

the average (reflected in the base group) for two out of three groups. One way to interpret this 

finding is that Black/African American and Asian students demonstrated response scale tenden-

cies (i.e., demonstrated response styles). Nonetheless, Table 13 shows that the overall effect of 

the vignette correction on MG-DIF was negligible. Therefore, although correcting for group dif-

ferences in response scale use with the vignettes changed DIF patterns in two items, negligible 

effect sizes indicated measurement scale comparability in relation to the average.  
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Table 12 

Multiple-Group Ethnicity DIF, Before and After Vignette Adjustments 

Item Model 1:3 
(Omnibus DIF) 

 
 

Model 2:3 
(Nonuniform DIF) 

 
 

Model 1:2 
(Uniform DIF) 

 UnA  A  UnA  A  UnA  A 
 p 𝑅!  p 𝑅!  p 𝑅!  p 𝑅!  p 𝑅! 𝛽$  p 𝑅! 𝛽$ 
1 .758 .001  .703 .001  .787 .000  .688 .000  .519 .000 0.34%  .527 .000 0.17% 
2 .084 .002  .002 .003  .084 .001  .132 .001  .232 .001 0.37%  .001 .002 0.53% 
3 .119 .002  .051 .002  .744 .000  .174 .001  .027 .001 0.10%  .061 .001 0.06% 
4 <.001 .007  <.001 .004  .007 .002  .068 .001  <.001 .006 0.24%  <.001 .003 0.11% 
5 .354 .001  .154 .001  .767 .002  .154 .001  .131 .001 0.06%  .271 .001 0.05% 

Note. In the MG-DIF, the base group served as the reference group against which the focal ethnic 
groups were compared. UnA = unadjusted; A = vignette-adjusted; p = p-value associated with 
the difference in likelihood ratio 𝜒! tests between nested models; 𝛽$ = percentage change in 𝛽$ 
from EM1 to EM2, with > 5% being slight to moderate DIF; 𝑅! = difference in McFadden’s 
pseudo 𝑅! between nested models. DIF classification categories: negligible DIF if 𝑅! <.035, 
moderate DIF if .035 ≤ 𝑅! ≤ .070, and large DIF if 𝑅! > .070. 
 
Table 13 

Changes in Multiple-Group Ethnicity DIF After Vignette Adjustments 

Achievement Motivation Item Model 1:3 
(Omnibus DIF) 

 Model 2: 3 
(Nonuniform DIF) 

 Model 1:2 
(Uniform DIF) 

 Δ𝑅!  Δ𝑅!  Δ𝑅! 
1. I want top grades in most or 

all of my courses. .000  .000  .000 

2. I want to be able to select 
from among the best  
opportunities available when 
I graduate.  

+.001  .000  +.001 

3. I want to be the best,  
whatever I do. 

.000  +.001  .000 

4. I see myself as an ambitious 
person. 

-.003  -.001  -.003 

5. I want to be one of the best 
students in my class. 

.000  -.001  .000 

Note. NU = Nonuniform DIF; * = item flagged for DIF before being adjusted; ‡ = item flagged 
for DIF after vignette-adjustment; Δ𝑅! = change in McFaddden’s pseudo 𝑅! between unadjusted 
and vignette-adjusted DIF; - indicates a decrease in value; + indicates an increase in value. 
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Table 14 

Significant Ethnicity Comparisons, Before and After Vignette Adjustments 

DIF Comparison Unadjusted  Adjusted 
  NU DIF Uniform DIF   NU DIF Uniform DIF 

 Item p 𝑅! p 𝑅! 𝛽$  Item p 𝑅! p 𝑅! 𝛽$ 
BG vs.  
Black/African American+ 

4   .001 .003 0.76%        

BG+ vs. Hispanic/Latinx  4   <.001 .004 0.39%     .001 .002 0.38% 
BG vs. Asian  4 .001 .004           
White vs. Black/African 
American^+ 

3   <.001 .004 0.40%  3 .002 .002    
4    <.001 .004 0.78%  4 .001 .002    

White+ vs.  
Hispanic/Latinx 

4   <.001 .004 0.88%  4   <.001 .002 0.70% 

White vs. Asian 4 <.001 .003           
Black/African American+  
vs. Hispanic/Latinx‡ 

2   .004 .003 1.23%  2   .004 .002 0.74% 
4   <.001 .011 1.05%  4   <.001 .005 0.29% 

Black/African American^+ 
vs. Asian 

3   <.001 .011 0.87%        
4   <.001 .014 1.94%  4   .002 .006 0.29% 

Note. Group listed first in comparison was the reference group in the DIF comparison; NU = 
Nonuniform; BG = base group; ‡ = group favored in Item 2 uniform DIF; ^ = group favored in 
Item 3 uniform DIF; + = group favored in Item 4 uniform DIF.  
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Figure 13 

Multiple-Group Ethnicity DIF – Item 2 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between the base group and focal group, weighted by fo-
cal group. The hash marks above the x-axis in category response function (CRF) plots are the 
category boundaries, with values for group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Figure 14 

Multiple-Group Ethnicity DIF – Item 4 

(1) 

 

(2) 

 
Note. Panel 1 displays DIF before applying the vignette adjustment; Panel 2 displays DIF after 
applying the vignettes. Item response functions (IRF) reflect the item true score function; impact 
= absolute summed difference in IRFs between the base group and focal group, weighted by fo-
cal group. The hash marks above the x-axis in category response function (CRF) plots are the 
category boundaries, with values for group-specific parameters displayed above (𝑎, 𝑏$…𝑏5). 
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Pairwise Comparisons. Table 14 displays results from significant ethnicity DIF pairwise 

comparisons. Before rescoring items with the vignettes, Item 2 favored Hispanic/Latinx students 

in comparison to Black/African American students; however, the DIF was located at very low 

levels of q (i.e., q = -2 to q = -4), and IRFs showed that there was no difference between groups 

starting at q = -2 and higher. Item 3 favored Black/African American students in all pairwise 

comparisons. For Item 4, uniform DIF favored White students in the comparisons with His-

panic/Latinx students; uniform DIF in Item 4 also favored Black/African American students in 

comparisons with White students and Hispanic/Latinx students. On Item 4, DIF between White 

and Asian students was nonuniform, with the item favoring White students until approximately q 

= 1, at which point there was a shift to Asian students being favored by the item.  

For Black/African American students, the pervasive, constant DIF pattern seen across 

items indicated that the source of DIF was likely systematic at the item level. In contrast, the di-

vergent pattern of category thresholds seen in comparisons with Asian students revealed that the 

source of DIF was likely local to the score level. Across the pairwise comparisons, most of the 

DIF was located between q = -2 and q = 0. Given the ease of these items, however, impact-

weighted density lines showed that few students fell at those levels of motivation as effect sizes 

ranged from .002 to .014, and no Δ𝛽$ exceeded 1%. As such, all DIF in pairwise comparisons 

before vignette adjustments was classified as negligible. 

After using the vignettes to account for response scale use, DIF remained in the compari-

son between White and Hispanic/Latinx students (Table 14). In contrast, in comparisons between 

White and Black/African American students, a group whose response scale tendencies became 

evident in base group comparisons, accounting for response scale use with the vignettes changed 

the form of DIF from uniform to nonuniform on Items 3 and 4. Although DIF was still flagged 
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between Black/African American and Hispanic/Latinx students on Items 2 and 4, the vignette ad-

justment reduced pseudo 𝑅! by .006 (55%) on Item 4. Similarly, between Black/African Ameri-

can and Asian students, the other group that showed response scale patterns in base group com-

parisons, the vignette adjustment reduced pseudo 𝑅! by .011 such that DIF was no longer 

flagged on Item 3 and DIF on Item 4 was reduced by .008 (57%). Likewise, after accounting for 

scale use, DIF was no longer flagged on Item 4 in the comparison between White and Asian stu-

dents.  

These results are comparable to the effect of the vignette adjustment on pseudo 𝑅! in 

gender comparisons. That is, overall, the magnitude of the vignette adjustment on pseudo 𝑅! in 

ethnicity pairwise comparisons was comparable to the effect of the vignettes on 𝑅! in gender 

comparisons. However, no McFadden’s pseudo 𝑅! value was above .007 in the vignette-adjusted 

ethnicity DIF analyses, and no 𝛽$ was greater than 0.49%. As such, all DIF after the vignette ad-

justment was classified as negligible and ethnic groups appeared to be on comparable measure-

ment scales. Moreover, based on the effect size classification criteria used in this study, the effect 

of the vignettes on DIF in ethnicity pairwise comparisons was negligible. 
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5  DISCUSSION 

Motivation is a well-documented predictor of a variety of positive student outcomes 

(Hulleman et al., 2010; Kriegbaum et al., 2018; Robbins et al., 2004). However, researchers have 

also found evidence of threats to measurement comparability in achievement motivation items, 

including the presence of group-specific response scale use (e.g., He & Van de Vijver, 2016a). 

As such, this study evaluated measurement scale comparability in achievement motivation items 

by testing for differential item functioning (DIF) using pairwise comparisons and multiple-group 

DIF with a base group. The effect of group differences in response scale use was tested as the 

source of DIF by comparing changes to DIF outcomes and changes to the form and magnitude of 

DIF after adjusting self-report item responses with anchoring vignettes.  

Overall, although using the anchoring vignettes to account for the effects of group differ-

ences in response scale use as a source of DIF changed DIF patterns in some items, all DIF iden-

tified before and after the vignette adjustments was negligible. Therefore, gender and ethnic 

groups appeared to be on comparable measurement scales, and cross-group comparisons would 

be psychometrically fair. Nonetheless, this study yielded some noteworthy findings that can con-

tribute to the sparse literature base on response scale use and scale comparability in motivation 

items as well as the effects of anchoring vignettes and group differences in response scale use on 

DIF. First, though gender and response scale were relatively unrelated, Black/African American 

and Asian students appeared to demonstrate group-specific response scale use. Second, the vi-

gnette correction functioned differently in base group versus pairwise comparisons. Finally, us-

ing the nonparametric vignette adjustment to account for response scale use had little effect on 

DIF if a group did not demonstrate a noticeable response style. These points will be elaborated 



 

 
 

89 

on below, followed by a discussion of the implications of these findings, suggestions for future 

research, limitations, and conclusions.  

Main Findings 

Group-Specific Response Scale Use 

To interpret DIF results, Hambleton (2006) suggested that looking for patterns across 

DIF items can be more insightful than looking at individual items. To that end, prior to self-re-

ported motivation items being adjusted with the anchoring vignettes, the location of DIF in items 

and the patterns of group differences in response category thresholds indicated the presence of 

group-specific response scale use by Black/African American and Asian students; the presence 

of scale use by gender was less clear. In terms of gender, before items were adjusted with the vi-

gnettes, DIF patterns indicated the source of DIF was at the item level. However, male and fe-

male students rated the vignettes similarly. Moreover, while more females than males rated 

themselves as equal to the highest level vignette, more males rated themselves as lower or higher 

than the highest level vignette. Although these results could be taken as evidence of a modest re-

sponse style for female students and extreme response style for male students, it would be prem-

ature to draw that conclusion. Therefore, the presence of response scale use by gender was un-

clear and inconsistent. This finding aligns with, for example, Wetzel, Carstensen, et al. (2013), 

who found both the presence of gender DIF favoring women and the presence of response styles 

in an achievement-striving facet of a personality scale among German adults; nonetheless, they 

concluded that gender DIF and response style are two independent influences on item responses. 

In contrast, Black/African American and Asian students seemed to demonstrate group-

specific response scale use. More specifically, Black/African American students were favored in 
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both base group comparisons as well as in all pairwise comparisons, except in Item 2, where His-

panic/Latinx students were favored at extremely low levels of motivation. Results indicated that, 

after being matched by level of motivation, Black/African American students consistently had an 

easier time shifting from the lower response categories to higher categories on items flagged for 

DIF. This group of students was also the only group to evidence DIF in pairwise comparisons on 

Items 2 and 3; the other groups were only flagged for DIF on Item 4. The pattern of response cat-

egory thresholds in comparisons with Black/African American students showed constant, perva-

sive DIF in favor of that group, indicating a systematic source of DIF at the item level. Black stu-

dents also had the highest percentage of students who rated themselves as equal to or higher than 

the highest level vignette. Taken together, this DIF pattern across items seems to show that 

Black/African American students demonstrated a group-specific overall preference for agree cat-

egories and the upper end of the response scale. This finding is consistent with meta-analytic re-

sults showing that Black/African Americans used more extreme responding than other eth-

nic/cultural groups (Batchelor & Miao, 2016).  

Asian students also appeared to demonstrate group-specific response scale use, but their 

scale use followed a nonuniform pattern in base group and pairwise comparisons. Although a di-

vergent pattern of DIF suggests a source of DIF local to the score level, across items, Asian stu-

dents demonstrated similar reporting behaviors. At the top of the response scale, Asian students 

had an easier time endorsing the top response categories. This finding is somewhat unexpected 

as Asian students typically respond with a more modest style (Min et al., 2016). However, Hofer 

et al. (2010) similarly found that Chinese students demonstrated high levels of achievement mo-

tivation in a highly competitive environment. In contrast, at the bottom of the response scale, 

Asian students showed the opposite DIF pattern and one more consistent with the response scale 
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use found more often among Asian groups (e.g., Min et al., 2016). In particular, at low levels of 

motivation, Asian students appeared to need more motivation to shift from the lowest response 

category to the adjacent one. Furthermore, Asian students had the second-highest percentage of 

students who rated themselves as equal to the highest level vignette (behind Black/African 

American students). Thus, Asian students at the low end of the scale may have been demonstrat-

ing modest or middling response scale use. 

One possible explanation for the different response scale use demonstrated by Black/Af-

rican American and Asian students can be contextualized along the individualist/collectivist con-

tinuum. More specifically, in their meta-analysis, Coon and Kemmelmeir (2001) showed that 

Black/African Americans scored higher than Latino, European, and Asian Americans on 

measures of individualism and self-esteem. As culture and an individualist cultural orientation 

has been shown to be related to extreme response scale use (Chen et al., 1995; Warnecke et al., 

1997), one understanding of the scale use demonstrated by Black/African American students in 

this sample is that it may be due to individualist tendencies. In contrast to their findings regard-

ing Black/African American individuals, Coon and Kemmelmeir (2001) also found that Asian 

Americans scored higher than any other group on collectivism, which Chen et al. (1995) showed 

was related to modest responding and using the middle of the response scale. As such, response 

scale use by Asian students at lower levels of motivation in this study may reflect, for example, 

culturally reinforced modesty standards or cultural frowning on bragging (He & Van de Vijver, 

2016a; Min et al., 2016); that is, Asian students may have viewed it as bragging to agree with a 

statement about how ambitious they perceive themselves to be. Conversely, Asian students at the 

highest levels of motivation may have been capturing the ways in which some Asian cultures 

emphasize effort and self-improvement and not “letting down” teachers, family, or friends as 
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well as how academic and professional success are valued (De Castella et al., 2013; He & Van 

de Vijver, 2016a; Hofer et al., 2010).  

Methodological Effects of Anchoring Vignettes  

Base Group Comparisons. One finding from this study was that the methodological ef-

fects of the vignettes were different in base group comparisons versus pairwise comparisons. In 

the base group comparisons, the effect of the vignettes was to confirm the presence of group-spe-

cific response scale use. In pairwise comparisons, the effect of the vignettes was to provide infor-

mation about the source of DIF. More specifically, if the nonparametric scoring of the vignettes 

functioned as intended, then when vignette responses are low, adjusted self-report responses are 

higher; the opposite scoring pattern should occur for self-report responses when vignette ratings 

are high (von Davier et al., 2018). If vignette responses include extreme categories, adjusted self-

report scores cover more of the middle of the scale and exclude the extreme ends. In contrast, if 

vignette responses are more central and exclude extreme categories, adjusted self-report scores 

cover more extreme categories (von Davier et al., 2018). These adjustments are hypothesized to 

capture and account for response scale use (von Davier et al., 2018).  

In this study, the hypothesized effect of the vignettes on DIF was such that if the vi-

gnettes accounted for scale use and if group differences in response scale use were the source of 

DIF, then rescaling items with the vignettes would decrease DIF. Moreover, Ellis and Kimmel 

(1992) argued that comparing groups to an average or composite group, such as the base group 

constructed for these DIF analyses, reveals the presence of group-specific response scale use. 

Accordingly, if response scale use is accounted for and DIF is reduced in relation to a common 

base group, then that would provide evidence of response scale use as a source of DIF. Con-

versely, if DIF remained in base group comparisons after adjusting items with the vignettes, then 
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response scale use was not likely to be the source of DIF. Before adjusting items with the vi-

gnettes, Black/African American, Hispanic/Latinx, and Asian students evidenced DIF in base 

group comparisons. Specifically, Black/African American students appeared to use the upper end 

of the response scale, while Asian students had a nonuniform response pattern, showing a modest 

style at the bottom of the scale. In contrast, though Hispanic/Latinx students’ responses tended to 

fall at the middle or lower end of the response scale, they did not demonstrate a notable response 

pattern.  

After adjusting self-report scores with the vignettes, DIF was no longer flagged in the 

comparisons between the base group and Black/African American and Asian students, but DIF 

remained between the base group and Hispanic/Latinx students. Furthermore, after rescaling, 

DIF was no longer flagged in the comparison between Black/African and Asian students on Item 

3 or between White students and Asian students on Item 4. As such, adjusting the self-report 

scores appeared to draw Black/African American and Asian students closer to the average. In 

contrast, DIF did not change in relation to the base group for Hispanic/Latinx students. Taken 

together, DIF changes in base group comparisons with Black/African American and Asian, but 

not Hispanic/Latinx students seem to provide evidence supporting the group-specific response 

scale use identified from DIF patterns before the vignette adjustments. From a methodological 

perspective, this finding illustrates how anchoring vignettes can be used in base group compari-

sons to show the presence and effect of group-specific response scale use. Furthermore, when an-

choring vignettes are used to account for response scale use, such scale use appears to be a 

source of DIF. Finally, these findings show that ethnic groups in this sample did seem to demon-

strate particular response scale tendencies when responding to self-reported achievement motiva-

tion items.  
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Pairwise Comparisons. The methodological effect of the vignette adjustments in pair-

wise comparisons was different than in base group comparisons. In pairwise comparisons, the 

vignettes increased item information and helped to inform potential sources of DIF. More specif-

ically, Lu and Bolt (2015) noted that, in general, PISA attitudinal items tend to elicit agree re-

sponses. Items in this sample appeared to follow that pattern and demonstrated considerable ceil-

ing effects. That is, item responses were clustered at the top of the scale, and therefore items pro-

vided little information about students with average or higher levels of self-reported achievement 

motivation. For pairwise comparisons across both gender and ethnicity, per the intended effect of 

the vignettes, vignette adjustments increased item discrimination. The response scale was 

“stretched” such that the form of DIF changed and parts of the scale that lacked discrimination 

before rescoring showed increased item discrimination and item information after rescoring. In 

turn, the stretched scaled provided more fine-grained information about the possible source of 

DIF.  

For gender, as noted, before the vignette adjustments, DIF analyses revealed that items 

favored female students, suggesting a source of DIF inherent to the item level. After adjusting 

self-report items with the vignettes, however, group thresholds revealed a shift in who was fa-

vored by the item, from female students at low levels of motivation to male students at high lev-

els of motivation. This pattern indicated a source of DIF local to the score level, rather than in-

herent to the item itself. Specifically, in this sample, boys with the highest levels of motivation 

had an easier time than girls with the same level of motivation endorsing higher response catego-

ries. This finding was consistent with, for example, Elmore and Oyserman (2012) who used an 

experimental design and found that expectations about future success and gender influence cur-
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rent academic efforts, particularly for boys. The effect of the vignettes in ethnicity pairwise com-

parisons was similar. For example, the form of DIF shifted from uniform to nonuniform in the 

comparison between White and Black/African American students. Though White students were 

favored at the lowest end of the response scale, Black/African American students were favored 

starting at below average (i.e., 𝜃 = -1.5) and higher levels of motivation. Thus, in pairwise com-

parisons, the vignettes increased item discrimination, and as a result, provided more information 

about the source of DIF. 

Effect of the Vignettes and Response Scale Use as a Source of DIF  

Findings from this study show that, essentially, the effect of the vignettes as a methodo-

logical correction for response scale use on DIF was only useful to the extent that groups demon-

strated response scale tendencies. As such, when group-level response styles were the source of 

DIF, the nonparametric vignette scoring did reduce DIF in some pairwise comparisons. For ex-

ample, DIF was no longer flagged in the comparison between White and Asian students; thus, 

accounting for scale use appeared to put White and Asian students on the same measurement 

scale. Similarly, DIF was no longer flagged in Item 3 in the comparison between Black/African 

American and Asian students, both groups that demonstrated response scale tendencies. Thus, 

accounting for response scale use preferences seemed to reduce DIF and improve measurement 

scale comparability for these groups. However, if groups did not show particular scale use, the 

effect of the vignettes on DIF was minimal. For some items, the vignettes even had the opposite 

effect and actually increased DIF effect sizes. Overall, therefore, accounting for response scale 

use as a source of DIF with the vignettes had little effect on DIF. 
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Of note, the effect of the vignettes on changes to DIF in pairwise comparisons was rela-

tively similar across gender and ethnicity. von Davier et al. (2018) showed that the nonparamet-

ric vignette adjustments always introduce dependency because self-report items are, by defini-

tion, recoded as a function of vignette responses. The nonparametric scoring homogenizes the 

covariance structure such that reliability and correlations always increase, even when ties or 

misordering are present. Therefore, the comparable effect size of the vignettes across gender and 

ethnicity in pairwise comparisons could indicate that changes to DIF were actually artifactual 

and due to spurious dependencies introduced by the nonparametric scoring. For example, the 

shift in gender DIF in Item 1 from uniform to nonuniform DIF or the shift in gender DIF from 

Item 5 to Item 3 may have simply been spurious stretching of the response scale. This has impli-

cations for using the vignettes in a DIF analysis because it implies different sources of DIF, from 

the item level to the score level, and could impact how DIF results are interpreted. Despite this 

issue with the vignettes, findings from this study show that correcting self-reported achievement 

motivation items with anchoring vignettes did change the form, magnitude, and outcome of DIF 

across gender and some ethnicity group comparisons, though the effect on DIF was negligible.  

Implications  

Implications for Motivation Research and Educational Measurement and Assessment  

Although groups demonstrated differences in response scale use to motivation items, 

those tendencies ultimately had little practical effect on measurement scale comparability. Given 

the absence of measurement bias in the PISA achievement motivation items, it appears to be psy-

chometrically fair to make cross-group comparisons about achievement motivation based those 

items. Nonetheless, group differences in response scale use were present in motivation items, and 
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motivation researchers should account for such differences when measuring achievement moti-

vation to ensure that construct-irrelevant variance due to response styles does not distort meas-

urement. Hopwood et al. (2009) further argued that it is important to understand the meaning of a 

group’s response scale use because response scale use in and of itself can be substantively mean-

ingful. In this study, group-specific response scale use was consistent with cultural differences 

across ethnic groups, and results show how complex achievement motivation is. That is, even 

within groups, responses to motivation items capture different cultural phenomena. As such, test 

developers need to be aware of how culture influences response scale use and measurement in 

motivation items and account for such differences, particularly when constructing scoring rules 

and test norms (Guo et al., 2016; Sue, 1996). 

Motivation researchers should also investigate response scale use from a socio-cultural 

perspective to see if it can substantively inform any findings regarding group differences. For ex-

ample, some response style researchers have hypothesized that the function of extreme response 

scale is to reduce cognitive load when items become more difficult and effortful to interpret 

(Krosnick, 1991). Although this kind of scale use has been connected to cognitive abilities and 

socioeconomic status (Batchelor & Miao, 2016; He, Buchholz, et al., 2017), a socio-cultural per-

spective contends that such scale use could be a reflection of individualism. For example, given 

that Black/African Americans were shown to score high on measures of individualism (Coon & 

Kemmelmeier, 2001) and that they showed the most extreme scale use of any ethnic group in the 

United States (Batchelor & Miao, 2016), future researchers could explore individualism or other 

cultural characteristics as alternate explanations for response scale use among Black/African 

Americans on motivation items.  
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 In addition to group differences in response scale use, the same items were not salient 

across gender and ethnicity. That is, Item 1 (“top grades”) was salient to gender, but not to eth-

nicity. Conversely, Item 4 (“ambitious”) was salient to ethnicity, but not for gender. Item 2 

(“best opportunities”) was primarily salient for gender, but did evidence DIF in the multiple-

group DIF and in the Black/African American and Hispanic/Latinx comparison. These differ-

ences may tap into the identity-based motivation model, which predicts that the identity most sa-

lient to students in a certain context influences what they attend to and the choices they make 

(Oyserman & Destin, 2010). For example, research on academic disidentification has illustrated 

how Black/African American students, particularly males, have so many negative experiences at 

school that they stop equating self-esteem with academic achievement and they stop relating ef-

fort to academic achievement (Cokley, 2002). Thus, in this study, ambition may have been more 

salient for Black/African American students, but motivation to obtain top grades or to be the best 

student was less relevant. 

That different items were salient to different groups has implications for both classroom 

application and test development. In the classroom, how teachers motivate students and the dif-

ferent interventions they implement or instructional strategies they use should be informed by 

relevant student identities and values. This is particularly important as Trumbull and Rothstein-

Fisch (2011) noted that few members of school communities recognize how achievement moti-

vation is influenced by culture. For example, Oyserman and Destin (2010) administered an inter-

vention based on the identity-based motivation model and found that students acted when behav-

iors and goals were both meaningful and identity-congruent. Similarly, the reasons underlying 

why individuals endorsed performance-approach goals were more important in predicting well-

being than endorsing the actual items themselves (Gillet et al., 2014). In this study, for instance, 
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getting top grades (Item 1) may not have tapped into relevant motivation for Black/African 

American students, but wanting access to the best opportunities (Item 2) may have been germane 

to their achievement motivation. As such, teachers may have an easier time motivating students 

if they are aware of what is meaningful to students and appeal to what is important and relevant 

to them. Students from traditionally marginalized groups also need to know why a school task is 

useful and how it is applicable to their future goals (Martinez & Guzman, 2013). 

For assessment designers, such as those who administer PISA, that different items were 

salient to gender and ethnicity has implications for item and test development. Test writers need 

to pay attention to the different ways motivation functions across groups and to be thoughtful 

about the construct-relevance of items to groups (e.g., social goals for individuals from Eastern 

societies vs. achievement goals for individuals from individualistic societies) and the cultural 

variability of constructs within groups (Chiesi et al., 2020).  

Moreover, issues with the PISA motivation items can be used to inform future assessment 

development. In particular, in the multiple-group DIF and ethnicity pairwise comparisons, Item 4 

was consistently flagged for DIF more than any other item. Item 4 was worded differently than 

the other items, asking students to evaluate a self-perception (“I see myself”). In contrast, the 

other four items referred to what students wanted, such as wanting to “be the best student” or to 

have access to the “best opportunities.” Not only do these items prompt a maximalist mentality 

by priming students to think about what being the “best” means (Cheek & Schwartz, 2016), but 

also they provide a clearer reference point than Item 4, which was more abstract and more open-

ended. Karabenick et al. (2007) noted that clarity of an item, such as how concrete a prompt is, 

can affect the cognitive validity of motivation items and motivation-related constructs. In terms 

of the cognitive response process to survey items described by Tourangeau (2018), Warnecke et 



 

 
 

100 

al. (1997) noted that when a survey item has a clear and precise response, no judgment is needed 

and so item responses are less likely to be influenced by factors other than the construct being 

measured. In contrast, in the absence of specific cues from an item when a respondent has to 

make a judgment about information retrieved from memory, the response process becomes more 

complex and is more likely to be affected by gender and ethnicity (Warnecke et al., 1997). 

Results from this study illustrate that when students are queried regarding self-percep-

tions of ambition, ethnic group status is related to responses on abstract items. Therefore, test de-

velopers need to be aware of the effects of abstract items on measurement and to develop con-

crete items with clear reference points. Educational measurement specialists also need to think 

about how culture affects item interpretation and account for such differences across all phases 

of testing, including score reporting. This would seem to be particularly important in the context 

of a politically influential assessment such as PISA (Pepper et al., 2018), the results of which are 

intended to be used in cross-group comparisons and often serve as the basis for educational poli-

cies in many countries around the world (Hopfenbeck et al., 2018).   

Implications for DIF Researchers 

Findings from this study can be used to inform DIF research regarding sources of DIF 

and the effects of anchoring vignettes on DIF. This study also illustrated a methodological appli-

cation of base group multiple-group DIF and how it can be used in response scale research. For 

researchers interested in sources of DIF, the findings from this study are consistent with others, 

such as Gnambs and Hanfstingl (2014) and Wetzel, Carstensen, et al. (2013), who found that 

correcting for group differences in response scale had a negligible effect on DIF in motivation 

measures. The consistencies with these studies are important for two reasons. First, while the 

samples evaluated by Gnambs and Hanfstingl (2014) and Wetzel, Carstensen, et al. (2013) were 
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relatively homogenous (i.e., German adults and teens), the sample in this study was diverse and 

included students with a broad range of backgrounds. Second, those researchers used latent class 

analysis, and this study used a hybrid DIF framework. That different samples and different meth-

odologies yielded similar findings offers convergent evidence that group differences in response 

scale use appear to have little impact on DIF. That is, while accounting for response styles may 

yield more accurate DIF detection and more accurate construct measurement, response scale use 

and group differences in scale use are not necessarily a major source of DIF. However, more re-

search would be needed to evaluate if these findings generalize to other social/emotional con-

structs or self-reported health or other age groups.  

This study demonstrated a novel use of anchoring vignettes as a method to account for 

response scale use as a source of DIF in a scale comparability study and DIF analysis. For DIF 

researchers, the effect of the vignette adjustment on the base group DIF was that it confirmed the 

presence of response scale use by groups and showed scale use as a source of DIF. However, the 

effect of the vignettes on pairwise comparisons when a group did not show scale use was mini-

mal. Moreover, even when groups did show scale use tendencies, the effect of the vignettes on 

reducing DIF was negligible. As such, given that pairwise comparisons are the basis for virtually 

all DIF, with multiple-group DIF methods being underutilized (Oshima et al., 2015) and the psy-

chometric problems observed with the vignettes, it seems that the energy of DIF researchers 

would be better directed towards other methods to account for scale use. 

 From a methodological perspective, in cross-country DIF comparisons, the same prob-

lems arise as with multilevel variables like ethnicity in terms of which country should be selected 

to serve as the reference group; multiple-group DIF with a base group overcomes the reference 



 

 
 

102 

group problem. Furthermore, in the same way measurement scales across ethnic groups are con-

founded by response scale use, at the country-level, item responses are similarly affected by re-

sponse-style variance (He & Van de Vijver, 2016a). Moors (2004) called response scale use a 

“threat to every measurement” regardless of context, cross-cultural or otherwise. Despite recom-

mendations to account for scale use in cross-group comparisons (Bolt & Johnson, 2009), some 

methods of controlling for response styles, such as latent class analysis, may not be feasible or 

accessible for researchers without advanced statistical training. Moreover, some methods require 

researchers to interpret response styles or to statistically derive indicators of response scale use 

(e.g., Wetzel et al., 2016).  

To that end, this study illustrated that base-group multiple-group DIF is not computation-

ally intensive, and it is a reasonable method for researchers who are interested in comparing 

groups based on categorical survey data to identify the presence of group-specific response scale 

use. In this study, base group DIF comparisons identified group-specific response scale use by 

Black/African American and Asian students. How that scale use is quantified in this method also 

has a relatively straightforward interpretation—a group is above, equal to, or less than the aver-

age response scale. Thus, base-group DIF gives researchers a sense of the magnitude of and di-

rection of scale use and, in turn, how scale use could affect other measurements. Furthermore, 

for researchers doing complicated cross-country analyses, this metric of scale use may be easier 

to interpret than, for example, derived latent classes (Wetzel, Böhnke, et al., 2013).  

Suggestions for Further Research 

In light of the above findings, some recommendations for future research can be made. 

First, Item 2 evidenced an interesting DIF pattern before and after the vignette adjustment that 

lends itself to further research regarding power in multiple-group DIF. Before being rescaled 



 

 
 

103 

with the vignettes, Item 2 did not evidence DIF in the multiple-group DIF, but DIF was flagged 

in the pairwise comparison between Black/African American and Hispanic/Latinx students. Af-

ter the vignette adjustment, Item 2 was flagged for DIF in the multiple-group comparison. One 

explanation for this is that the vignettes simply redistributed DIF and the DIF flagged in Item 2 

was artifactual or spurious, possibly even reflecting pseudo-DIF. An alternative explanation has 

to do with power and the number of response categories in a multiple-group DIF. That is, the 

minimum cell count was set to 5 for each response category (Kang & Chen, 2008; Orlando & 

Thissen, 2000). This meant that before the vignette adjustment, in the multiple-group DIF, only 

two response categories were retained (i.e., the item was dichotomized), but in the pairwise com-

parison between Black/African American and Hispanic/Latinx students, four categories were re-

tained.  

In contrast, after the adjustments, the multiple-group DIF for Item 2 had four categories 

and DIF was flagged. As the effect of the vignettes was that they simultaneously increased the 

number of response categories and item discrimination, it would be interesting to study the inde-

pendent effects of both on multiple-group DIF. Given that multiple-group ordinal logistic regres-

sion DIF has generally not been well-studied and that less than a handful of studies have reported 

on the impact of the number of response categories in polytomous items on DIF (e.g., Allahyari 

et al., 2016; Hidalgo et al., 2016), future simulation studies could manipulate these factors as in-

dependent variables to learn more about power in ordinal logistic regression multiple-group DIF. 

Second, although anchoring vignettes have been used to establish the presence of re-

sponse styles (e.g., He & Van de Vijver, 2016a), this study established the presence of response 

styles in ethnicity by using a common base group as the reference group in DIF. However, gen-

der DIF was not evaluated in relation to the base group. Given that the base group comparison 
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revealed scale use and that scale use by gender has revealed inconsistent findings, in future stud-

ies, researchers could examine gender-specific scale use in relation to a base group. Similarly, 

consistent with a continuous perspective of response scale use, within-group differences in re-

sponse scale use should be examined in relation to a base group constructed only from members 

of that group. For example, by comparing Black/African American males and females to a base 

group comprised of Black/African Americans, the base group comparison reveals how response 

scales are used by Black/African American males and females. Similarly, future DIF analyses of 

motivation items may be more informative when DIF groupings are based on gender by ethnicity 

interactions (e.g., comparing White females to Asian females). As Dorans and Holland (1992) 

noted, “marginal DIF analysis”, or the separate analysis of DIF by gender and ethnicity, ignores 

potential important gender by ethnicity interactions. Furthermore, given that achievement moti-

vation is known to correlate with personality variables such as conscientiousness (Dumfart & 

Neubauer, 2016; Wetzel, Böhnke, et al., 2013), as well as academic achievement, future studies 

should look at the relationship between them as this would have implications for item develop-

ment and test design. 

Although the utility of the vignettes was questionable, future research on vignettes could 

evaluate if anchoring vignettes are better or more effective at correcting for scale use and DIF in 

certain kinds of constructs or to compare differences between item wording and the construct 

measured. Moreover, researchers have found evidence of an interaction between gender/ethnicity 

of the respondent and gender/ethnicity of the vignette characters (e.g., Grol-Prokopczyk, 2014; 

Grol-Prokopczyk et al., 2011; Knott et al., 2017). The effects of such interactions should con-
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tinue to be investigated. Finally, Primi et al. (2018) found a relationship between vignette re-

sponses and academic achievement. A follow-up study to this one could further examine the re-

lationship between group differences in response scale use and academic achievement.  

Limitations 

As with any study, there were limitations in this one. First, there were only five motiva-

tion items. In general, DIF with short scales is less reliable, mostly due to the quality of the 

matching score (Hidalgo et al., 2016; Scott et al., 2009), but is still concerning with latent trait 

DIF. Second, despite OECD recommendations to use sampling weights with PISA data, no sam-

pling weights were used in this study. This is consistent with the approach to sampling weights 

taken by researchers in DIF analyses of PISA items that utilized latent trait modeling (e.g., Ol-

iveri et al., 2014). Nonetheless, the use of sampling weights may have affected DIF results and 

the effect of sampling weights on DIF are important to investigate. Third, DIF groupings were 

based on gender and ethnicity. Though these are typical DIF groupings, ethnic group labels are 

assigned to individuals and cannot be interpreted as reflecting how they would self-identify 

(Oyserman & Destin, 2010). Moreover, ascribing such labels to groups may mask important and 

meaningful within-group differences. Fourth, based on concerns expressed by Primi et al. (2018), 

rescoring ties at the lowest score level could have also impacted results by drawing results closer 

to the average than they would have been had a different approach to ties been used. 

Finally, Item 4 was the most problematic item for ethnicity, and its construct relevance to 

an achievement motivation scale is questionable. Item 4 asked students to rate their self-percep-

tions of ambition, which Judge and Kammeyer-Mueller (2012) argue is separate from achieve-

ment motivation. In contrast to Item 4, the other four items asked students about their desire to 

be the best and to obtain top grades and to access to the best opportunities. There was little DIF 
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in these items for ethnic groups, with the exception of Item 2. The absence of DIF in Items 1, 2, 

3, and 5, but the presence of DIF in Item 4 draws attention to concerns that these items are meas-

uring different constructs or they tapped into different response processes. For example, the pat-

tern of DIF in the PISA items across ethnicity seems to align with the distinction drawn between 

aspiration and ambition (Judge & Kammeyer-Mueller, 2012). Such limitations, however, do not 

negate item-specific scale comparability findings. 

Conclusions 

This study revealed the presence of negligible DIF in the PISA 2015 achievement moti-

vation items. Overall, although using the anchoring vignettes to account for the effect of group 

differences in response scale use as a source of DIF changed DIF patterns in some items, all DIF 

identified before and after the vignette adjustments was negligible. Therefore, gender and ethnic 

groups appeared to be on comparable measurement scales and cross-group comparisons would 

be psychometrically fair. This study added to the research literature by showing evidence sup-

porting the presence of group-specific response scale use in motivation items, by showing the 

presence of group-specific response scale use in multiple-group DIF with a base group, and by 

showing that the nonparametric anchoring vignette adjustment to account for response scale use 

as a source of DIF had little effect on DIF if a group did not demonstrate a noticeable response 

style. 
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APPENDICES 

APPENDIX A 

Distribution of Nonparametric Responses to Anchoring Vignettes 

𝑌" Observed Order Rating Pattern 
1 𝑌" < 𝑍$ < 𝑍! < 𝑍% Ordered 
1 𝑌" < 𝑍! < 𝑍$ < 𝑍% Misordered 
1 𝑌" < 𝑍% < 𝑍$ < 𝑍! Misordered 
1 𝑌" < 𝑍$ = 𝑍! < 𝑍% Tied 
1 𝑌" < 𝑍$ = 𝑍% < 𝑍! Tied, Misordered 
1 𝑌" < 𝑍$ < 𝑍! = 𝑍% Tied 
1 𝑌" < 𝑍$ = 𝑍! = 𝑍% Tied 
1 𝑌" < 𝑍$ < 𝑍% < 𝑍! Tied, Misordered 
1 𝑌" < 𝑍! < 𝑍% < 𝑍$ Misordered 
1 𝑌" < 𝑍% < 𝑍! < 𝑍$ Misordered 
1 𝑌" < 𝑍% < 𝑍$ = 𝑍! Tied, Misordered 
1 𝑌" < 𝑍! < 𝑍$ = 𝑍% Tied, Misordered 
1 𝑌" < 𝑍! = 𝑍% < 𝑍$ Tied, Misordered 
2 𝑌" = 𝑍$ < 𝑍! < 𝑍% Ordered 
2 𝑌" = 𝑍$ < 𝑍! = 𝑍% Tied 
2 𝑌" = 𝑍$ < 𝑍% < 𝑍! Misordered 
3 𝑍$ < 𝑌" < 𝑍! < 𝑍% Ordered 
3 𝑍$ < 𝑌" < 𝑍! = 𝑍% Tied 
3 𝑍$ < 𝑌" < 𝑍% < 𝑍! Tied, Misordered 
4 𝑍$ < 𝑌" = 𝑍! < 𝑍% Ordered 
5 𝑍$ < 𝑍! < 𝑌" < 𝑍% Ordered 
5 𝑍! < 𝑍$ < 𝑌" < 𝑍% Misordered 
5 𝑍$ = 𝑍! < 𝑌" < 𝑍% Tied 
6 𝑍$ < 𝑍! < 𝑌" = 𝑍% Ordered 
6 𝑍! < 𝑍$ < 𝑌" = 𝑍% Tied, Misordered 
6 𝑍$ = 𝑍! < 𝑌" = 𝑍% Tied 
7 𝑍$ < 𝑍! < 𝑍% < 𝑌" Ordered 
7 𝑍! < 𝑍$ < 𝑍% < 𝑌" Misordered 
7 𝑍% < 𝑍$ < 𝑍! < 𝑌" Misordered 
7 𝑍$ = 𝑍! < 𝑍% < 𝑌" Tied 
7 𝑍$ = 𝑍% < 𝑍! < 𝑌" Tied, Misordered 
7 𝑍$ < 𝑍! = 𝑍% < 𝑌" Tied 
7 𝑍$ = 𝑍! = 𝑍% < 𝑌" Tied 
7 𝑍$ < 𝑍% < 𝑍! < 𝑌" Misordered 
7 𝑍! < 𝑍% < 𝑍$ < 𝑌" Misordered 
7 𝑍% < 𝑍! < 𝑍$ < 𝑌" Misordered 
7 𝑍% < 𝑍$ = 𝑍! < 𝑌" Misordered 
7 𝑍! < 𝑍$ = 𝑍% < 𝑌" Tied, Misordered 
7 𝑍! = 𝑍% < 𝑍$ < 𝑌" Tied, Misordered 
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𝑌" Observed Order Rating Pattern 
1, 2, 3, 4 𝑌" = 𝑍! < 𝑍$ < 𝑍% Misordered 
1, 2, 3, 4 𝑌" = 𝑍! < 𝑍% < 𝑍$ Misordered 
1, 2, 3, 4 𝑌" = 𝑍! < 𝑍$ = 𝑍% Tied, Misordered 
1, ,2, 3, 4, 5 𝑍! < 𝑌" < 𝑍$ < 𝑍% Misordered 
1, 2, 3, 4, 5 𝑍! < 𝑌" < 𝑍% < 𝑍$ Misordered 
1, 2, 3, 4, 5 𝑍! < 𝑌" < 𝑍$ = 𝑍% Tied, Misordered 
1, 2, 3, 4, 5, 6 𝑌" = 𝑍% < 𝑍$ < 𝑍! Misordered 
1, 2, 3, 4, 5, 6 𝑍! < 𝑌" = 𝑍% < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6 𝑌" = 𝑍% < 𝑍! < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6 𝑌" = 𝑍% < 𝑍$ = 𝑍! Tied, Misordered 
1, 2, 3, 4, 5, 6 𝑌" = 𝑍! = 𝑍% < 𝑍$ Tied, Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍% < 𝑌" < 𝑍$ < 𝑍! Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍$ < 𝑍% < 𝑌" < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍% < 𝑌" < 𝑍! < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍% < 𝑌" = 𝑍! < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍% < 𝑍! < 𝑌" < 𝑍$ Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍% < 𝑌" < 𝑍$ = 𝑍! Tied, Misordered 
1, 2, 3, 4, 5, 6, 7 𝑍! = 𝑍% < 𝑌" < 𝑍$ Tied, Misordered 
2, 3, 4 𝑌" = 𝑍$ = 𝑍! < 𝑍% Tied 
2, 3, 4, 5 𝑍! < 𝑌" = 𝑍$ < 𝑍% Tied, Misordered 
2, 3, 4, 5, 6 𝑌" = 𝑍$ = 𝑍% < 𝑍! Tied, Misordered 
2, 3, 4, 5, 6 𝑍! < 𝑌" = 𝑍$ = 𝑍% Tied, Misordered 
2, 3, 4, 5, 6 𝑌" = 𝑍$ = 𝑍! = 𝑍% Tied 
2, 3, 4, 5, 6, 7 𝑍% < 𝑌" = 𝑍$ < 𝑍! Misordered 
2, 3, 4, 5, 6, 7 𝑍! < 𝑍% < 𝑌" = 𝑍$ Misordered 
2, 3, 4, 5, 6, 7 𝑍% < 𝑍! < 𝑌" = 𝑍$ Misordered 
2, 3, 4, 5, 6, 7 𝑍% < 𝑌" = 𝑍$ = 𝑍! Misordered 
2, 3, 4, 5, 6, 7 𝑍! = 𝑍% < 𝑌" = 𝑍$ Tied, Misordered 
3, 4, 5, 6 𝑍$ < 𝑌" = 𝑍% < 𝑍! Misordered 
3, 4, 5, 6, 7 𝑍% < 𝑍$ < 𝑌" < 𝑍! Misordered 
3, 4, 5, 6, 7 𝑍$ = 𝑍% < 𝑌" < 𝑍! Tied, Misordered 
3, 4, 5, 6, 7 𝑍$ < 𝑍% < 𝑌" < 𝑍! Misordered 
4, 5, 6 𝑍$ < 𝑌" = 𝑍! = 𝑍% Tied, Misordered 
4, 5, 6, 7 𝑍% < 𝑍$ < 𝑌" = 𝑍! Misordered 
4, 5, 6, 7 𝑍$ = 𝑍% < 𝑌" = 𝑍! Tied, Misordered 
4, 5, 6, 7 𝑍$ < 𝑍% < 𝑌" = 𝑍! Misordered 

Note. Adapted from Soest and Vonkova (2014). 
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APPENDIX B 

Description of Lordif Software DIF Algorithm 

All DIF analyses were completed in the lordif package (Choi et al., 2011), which utilizes 

an iterative hybrid item response theory/logistic regression framework. The package can estimate 

uniform, nonuniform, and total effect DIF and offers multiple visual approaches to detecting DIF 

(e.g., item characteristic functions, response category functions, etc.). DIF is detected through an 

iterative process consisting of the following steps. First, item and person parameters are gener-

ated using a GRM. The lordif package generates the GRM estimate through the ltm package (Ri-

zopoulos, 2006), which utilizes marginal maximum likelihood estimation and assumes data to be 

missing-at-random. Lordif reports the fit of the GRM estimates as an 𝑆 − 𝜒! statistic; Ames and 

Penfield (2015) suggested that when 𝑆 − 𝜒! is not significant (i.e., p > .05), item fit is better. 

Lordif treats omitted responses as not present. Second, ordinal logistic regression models are fit 

predicting item responses as a function of person ability (i.e., θ) and group membership (i.e., 

gender or ethnicity). Logistic regressions in lordif are fit using the Design package, which imple-

ments item-wise regressions (Harrell Jr. 2009). Design manages grouping variables with more 

than two levels (e.g., White, Hispanic/Latinx, Asian) by entering the grouping variable into a 

model as a set of dummy variables.  

Third, 𝜃 estimates are re-calibrated (i.e., purified) to adjust for the effect of DIF on GRM 

trait estimates (i.e., possibly leading to possible false-positives or false-negatives). To do this, 

lordif implements an iterative process that involves re-calibrating 𝜃 estimates using group-spe-

cific IRT item parameter estimates for items that were initially detected as having DIF. First, a 

sparse response matrix is used to split response vectors into sparse vectors containing responses 

for only each group. Second, the GRM is re-fit to obtain item parameter estimates for non-DIF 
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items and group-specific item parameter estimates for DIF items. Third, in order to identify the 

DIF impact, the sparse matrix estimates are equated with the original GRM estimates using the 

Stocking and Lord procedure. Fourth, ability estimates are updated and then used in a new set of 

logistic regressions. If items not initially flagged for DIF are detected as having DIF with the up-

dated estimates, the process of identifying and re-calibrating items (using DIF-free estimates) is 

repeated until an item has been detected as having DIF on two consecutive model runs. Finally, 

in the last step of the DIF analysis, the impact of DIF (on items flagged as demonstrating DIF) is 

evaluated. Monte Carlo simulations are used to identify empirically-derived thresholds, as de-

fined by being cut off at the most extreme (i.e., alpha) end of its cumulative distribution, for each 

DIF statistic and effect size. Then, the impact of DIF is identified by comparing the adjusted 

(i.e., purified) and unadjusted (i.e., naïve) 𝜃 estimates. 
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APPENDIX C 

Response Distribution for Achievement Motivation Items, by Group 
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APPENDIX D 

Group-Specific Item Parameters, Before and After Vignette Adjustments 

Gender Item Parameters 
Item Groups 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 

Item 1       
 Unadjusted*      
 Boys 3.39 -2.61 -1.62 -0.09  
 Girls 3.29 -2.96 -1.88 -0.31  
 Adjusted*      
 Boys 3.91 -2.62 -1.61 -0.29 1.56 
 Girls 3.56 -3.03 -1.76 -0.44 1.63 
Item 2       
 Unadjusted*      
 Boys 3.94 -2.54 -1.91 -0.35  
 Girls 3.47 -3.04 -2.25 -0.60  
 Adjusted*      
 Boys 4.62 -2.75 -1.68 -0.52 1.44 
 Girls 3.87 -3.25 -1.89 -0.70 1.53 
Item 3       
 Unadjusted      
 Boys 2.60 -2.76 -1.76 -.26  
 Girls 2.85 -3.22 -1.75 -.32  
 Adjusted*      
 Boys 3.16 -2.94 -1.70 -0.44 1.50 
 Girls 3.34 -3.07 -1.75 -0.40  1.69 
Item 5       
 Unadjusted*      
 Boys 2.82 -2.40 -1.17 0.22  
 Girls 3.03 -2.54 -1.30 0.10  
 Adjusted      
 Boys 3.04 -2.57 -1.39 0.00 1.78 
 Girls 3.19 -2.79 -1.58 -0.11 1.94   

* p < .01. 
 
  



 

 
 

152 

Multiple-Group DIF Item Parameters 
Item Group 𝑎, 𝑏$ 𝑏! 𝑏% 
Item 2      
 Unadjusted     

 Base Group 4.92 -0.44   
 White 3.60 -0.41   
 Black/African American 3.52 -0.76   
 Hispanic/Latinx 3.53 -0.45   
 Asian 2.76 -0.77   
 Multi-racial/Other 3.09 -0.41   

 Adjusted*     
 Base Group 4.03 -1.77 -0.61 1.52 
 White 4.88 -1.87 -0.58 1.52 
 Black/African American 4.18 -1.52 -0.66 1.56 
 Hispanic/Latinx 4.18 -1.72 -0.65 1.35 
 Asian 2.86 -1.94 -0.75 1.47 
 Multi-racial/Other 5.18 -1.65 -0.50 1.48 
      

Item 4      
 Unadjusted*     
 Base Group 1.79  -1.61  0.32  
 White 1.80  -1.67 0.36  
 Black/African American 1.92  -1.73  0.07  
 Hispanic/Latinx 1.62  -1.38 0.52  
 Asian 2.56  -1.06  0.33  
 Multi-racial/Other 1.98  -1.62 0.36  

 Adjusted*     
 Base Group 2.57 -1.60 0.02 1.97 
 White 2.40 -1.79 0.07 2.17 
 Black/African American 2.57 -1.54 -0.18 1.85 
 Hispanic/Latinx 2.03 -1.58 0.15 2.08 
 Asian 2.66 -1.39 0.05 2.25 
 Multi-racial/Other 2.50 -1.71 0.09 2.08 

* p < .01. 
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Ethnicity Pairwise Comparisons Group-Specific Item Parameters (Organized by Item) 

Item 2 
 

Item 2 𝑎, 𝑏$ 𝑏! 𝑏% 
Unadjusted*     

Black/African American 3.68 -2.32 -1.96 -0.51 
Hispanic/Latinx 3.91 -2.82 -2.13 -0.54 

Adjusted*     
Black/African American 4.56 -1.48 -0.70 1.39 
Hispanic/Latinx 4.45 -1.68 -0.69 1.18 

* p < .01. 
 
Item 3 
 

Item 3 𝑎, 𝑏$ 𝑏! 𝑏% 
Unadjusted*     

White 2.49 -1.81 -0.26  
Black/African American 3.09 -2.01 -0.44  

Adjusted*     
White 2.97 -1.87 -0.39 1.84 
Black/African American 3.99 -1.58 -0.56 1.56 

* p < .01. 
 

Item 3 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

Black/African American 3.06 -2.26 -0.68   
Asian 2.70 -2.03 -0.38   

Adjusted      
Black/African American 4.46 -3.09 -1.68 -0.78 1.24 
Asian 2.77 -2.95 -1.80 -0.49 1.70 

* p < .01. 
 
Item 4 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

Base Group 1.78 -1.70 0.24   
Black/African American 1.87 -1.86 -0.02   

Adjusted      
Base Group 2.63 -2.69 -1.57 0.36 1.97 
Black/African American 2.69 -2.71 -1.72 -0.44 1.57 

* p < .01. 
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Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

Base Group 1.79 -3.15 -1.57 0.35  
Hispanic/Latinx 1.61 -2.90 -1.35 0.55  

Adjusted*      
Base Group 2.74 -2.61 -1.52 0.02 1.86 
Hispanic/Latinx 2.18 -2.64 -1.47 0.15 1.99 

* p < .01. 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

Base Group 1.80 -1.61 0.30   
Asian 2.57 -1.06 0.31   

Adjusted      
Base Group 2.63 -2.70 -1.57 0.04  1.97 
Asian 2.77 -3.44 -1.45 -0.06 2.16 

* p < .01. 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

White 1.79 -1.68 0.35   
Black/African American 1.89 -1.80 0.02   

Adjusted*      
White 2.31 -3.18 -1.85 0.09 2.27 
Black/African American 2.48 -2.73 -1.60 -0.20 1.90 

* p < .01. 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

White 1.83 -3.14 -1.59 0.41  
Hispanic/Latinx 1.62 -2.87 -1.32 0.57  

Adjusted*      
White 2.42 -3.06 -1.74 0.12 2.20 
Hispanic/Latinx 2.03 -2.75 -1.52 0.22 2.16 

* p < .01. 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

White 1.82 -1.62 0.39   
Asian 2.59 -1.01 0.37   

Adjusted      
White 2.21 -3.24 -1.84 0.18 2.42 
Asian 2.77 -3.44 -1.44 -0.06 2.17 

* p < .01. 
 



 

 
 

155 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 𝑏& 
Unadjusted*      

Black/African American 1.89 -1.81 0.03   
Hispanic/Latinx 1.60 -1.45 0.47   

Adjusted*      
Black/African American 2.77 -2.52 -1.51 -0.25 1.66 
Hispanic/Latinx 2.26 -2.63 -1.51 0.06 1.85 

* p < .01. 
 

Item 4 𝑎, 𝑏$ 𝑏! 𝑏% 
Unadjusted*     

Black/African American 1.85 -2.07 -0.19  
Asian 2.49 -1.31 0.14  

Adjusted*     
Black/African American 2.68 -1.70 -0.40 1.60 
Asian 2.81 -1.52 -0.17  2.00 

* p < .01. 
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APPENDIX E 

Response Distribution for Anchoring Vignettes, by Gender 
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APPENDIX F 

Vignette Ordering Pattern, by Gender 

 

50.8

34.3

5.1

4.6

1.8

1.2

1.1

0.4

0.26

0.18

0.11

0.11

0.07

53

36

2.7

4.8

1.1

0.65

0.43

0.36

0.18

0.47

0.04

0.14

0.11

2,3,1

3,1,2

3,2,1

3,{1,2}

2,1,3

{2,3},1

2,{1,3}

{1,3},2

{1,2},3

{1,2,3}

1,3,2

1, {2, 3}

1,2,3

0 20 40
Percentage

Vi
gn

et
te

 O
rd

er
in

g

Group
Boys
Girls

Vignette Order by Gender


	Using Differential Item Functioning and Anchoring Vignettes to Examine the Fairness of Achievement Motivation Items
	Recommended Citation

	FINAL DISSERTATION_THE ONE

